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Flow, Social Interaction Anxiety and Salivary Cortisol
Responses in Serious Games: a Quasi-Experimental Study

Abstract

Serious games are supposed to instigate engagamenin turn, improve learning. High engagement
is frequently connected with a positive affectitees and a high flow state. However, the allegekl i
between a learner’s affective state, his/her fltatesand learning outcomes has not been invedtigate
in detail in the context of serious games. Even ieformation is available on how serious games may
influence markers of physiological arousal. Totfiis gap, participants of this exploratory stubly<
171) played one of six different serious game-bassstments, while we measured their affect, flow,
cortisol secretion and learning achievement. Thatinents were supposed to generate different levels
of engagement and cortisol responses, becauseafdhem were designed for a single user, while
others were team-based, featuring so-called sewglliative threat (ST) components. Our results
revealed that flow was positively related to pesitaffect and negatively to negative affect. While
flow and positive affect were related to learnirggng, almost no relationship between either ofehes
three variables and cortisol levels was found. Negaffect and cortisol were elevated in social-
interaction anxious males in team-based conditibhis study contributes to the limited body of
research on the relationship between engagemenéamdng in serious games. We provide new
perspectives on the relationships between flowitigeegative affect and cortisol. Our findings
highlight the fact that team-based serious gam#s 84 components may have adverse effects on
learners, particularly males, with high social-ration anxiety.

Highlights

* We studied the link between affect, flow, cortisecretion and learning achievement.
« Learners participated in one of the six differestious game-based treatments.

» Flow was positively related to positive affectaregatively to negative affect.
 Flow/positive affect was related to achievemeént,not to cortisol levels.

» Cortisol was elevated in social interaction angsionales in team-based conditions.

Key words

Digital game-based learning; collaborative gamiesy;fPANAS; social interaction anxiety; cortisol,
learning

1. Introduction

Digital game-based learninPGBL) presents a new instructional technologyhwitany alleged
advantages in the context of a formal schoolingesysDigital games for education, oftentimes called
serious gamedhave been gradually coming into use by schoolasfiélu et al., 2009; Huizenga et al.,
2013). The number of research studies investigatmgus games’ usage, learning effects and the
attitudes of different stakeholders towards gamésption in formal education is growing (e.g., Hays
2005; Sitzmann, 2011; Tobias & Fletcher, 2011; @tigret al., 2012; De Grove et al., 2012; Girard
et al., 2013; Wouters et al., 2013).
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One of the key alleged advantages of the DGBL agmrds that games could motivate learners via
play and this, in turn, could improve learnimddtivation— learninghypothesis). This idea has been
articulated by many researchers (e.g., Garris.e2@02; Hays, 2005; Wouters et al., 2013; see also
Malone, 1981; Malone & Lepper, 1987; Habgood analsiiorth, 2011). However, despite a large
body of research on disentangling the link betwamotions and cognition (e.g., Robinson et al.,
2013; Eysenck and Keane, 2010, Ch. 15) and emagiotisnemory/learning (e.g., Anderson, 2009;
Reisberg and Hertel, 2003; but see also Pekrurg)260te issue of mere establishing a clear link
between games’ motivational factors and studeatsling gains has not been sufficiently addressed
in the DGBL context. First, as suggested in anraldeiew of educational game studies (Hays, 2005;
p. 47), games may be inherently more engaging¢bamentional instruction methods but that may
not necessarily result in better learning outcorAegame’s motivational factors, deemed to promote
learning by increasing the learner’s interest aadting him/her invest more energy into learning, may
also serve as distractors and thereby reduce tepgaiins; i.e., a trade-off (cf. Mayer, 2009; Margn
2005; van Dijk, 2010; Um et al., 2012). Second, GBudies only rarely report correlations between
affective and knowledge measures. The most recetg-analysis, and probably also the most
rigorous so-far (Wouters et al., 2013), indicateat games are slightly better for learning, when
compared to traditional types of instruction, a8l we slightly more motivating, but the latter find

was only marginally significahtIn addition, the relation between the affectine aognitive
dimensions was not elucidated. Only a handful ediss have directly investigated this relationship
the DGBL field (e.g., van Dijk, 2010; Ritterfeld &, 2010; see also Habgood and Ainsworth, 2011)
or in the field of multimedia learning (e.g., Umadt, 2012; der Meij, 2013; Plass et al., 2014naHy,
classical measures - mostly questionnaires witkeitikems, often self-constructed and administered
after the intervention - were sometimes questiahedto low validity (e.g., Wang et al., 2008, p011
Wouters et al., 2013, p. 261).

Recent research has attempted to identify tranafésittive states experienced by learners during a
learning task (e.g., Craig et al., 2004; Elliot &wekrun, 2007; Hussain et al., 2011). These stdtes
include anxiety, boredom, confusion, frustratiam;@sity, delight and engaged concentration (Baker
et al., 2010; Lester et al., 2013; D’'Mello & Graes2012). Engaged concentration, also called state
engagement, has so far not been operationalizegsphg but it is tentatively linked to mild
generalized positive affect and certain componehti®ew state; such as focused and intense
attentiod. Affect has a complex structure, but generalizesitive and negative affect emerge as “two
dominant and relatively independent dimensions” f@fa et al., 1988, p. 1063). Flow state is often
conceptualized as: a) highly focused concentratiothe activity; b) coherence of the activity; c)
balance between one’s skills and the activity's aleds; d) deep sense of control; e) distorted
temporal experience; and f) a feeling that thevagtis innately rewarding (Csikszentmihalyi, 1975;
cf. Keller & al., 2011; Engeser & Rheinberg, 200Byen though the concept of engaged
concentration originated in the field of tutoringstems (see Baker et al., 2010), it is also highly

! The second recent meta-analysis (Sitzmann, 2@pbrted similar findings, as concerns the cognitive
dimension, but noted that “the scarcity of [compiae] research ... precludes an empirical teshefdffect of
simulation games on post-training motivation, dffand trainee reactions.” (p. 495). In studieshi\wéndom
sampling, the positive effect of games on learmjaims significantly diminishes in (Wouters et 2013) but not
in (Sitzmann, 2011). These two meta-analyses hawimal overlap in primary literature.

Z The relationship between positive affect and fkiate, on the one hand, and engaged concentratiadhge
other hand, was pointed out to us by Sidney D’'Mpdimail correspondence from 9 March 2014].
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relevant for the DGBL field, because it is arguatye of the most crucial affective states instigate
by playing games. In this study, we will asse$sdirectly by measuring generalized positive affect
and flow. Notably, positive affect and flow are @ated when participants are engaged in inteigstin
tasks (Rogatko, 2009; Brom et al., 2014). Both feovd positive (as well as negative) affect can be
assessed by standardized research instrumentsastich Flow Short Scale (Rheinberg et al., 2003)
and the Positive and Negative Affect Schedule (PSNWatson & al., 1988), respectively. Yet only
few DGBL studies have investigated learning effefdtsv and positive—negative affective states all a
the same time.

Digital games frequently involve competitive or bbaging tasks that strongly influence players’
engaged concentration. It is often assumed thairfiluence is generally positive; however, from a
psycho-physiological perspective, these tasks reanlterently stressful for some players. Both
physical and psychological stress can activatdypethalamus-pituitary-adrenal (HPA) axis,
resulting in triggered secretion of the glucocaritichormone cortisol (Wingfield & Sapolsky, 2003).
Mediating cascading levels of physiological arousa primary function of cortisol is to help an
organism adapt to its environment. Increases itismbhave been linked to stressful experiences tha
require an individual to cope with internal or ex@ demands (Chrousos, 2009). Because challenging
tasks in games are supposed to increase playgagyed concentration (i.e., positive affect and/or
flow state) and certain challenging tasks are etsmected to elevated cortisol (Dickerson & Kemeny,
2004), we can conjecture that engaged concentrat@gnbe connected to elevated cortisol too.
Notably, it has also been suggested that corées@l$ vary with positive and negative outcomes on
learning and memory (Roozendaal, 2002). Couldsarplay a role in linking engaged concentration
and learning?

Over the past decades, analysis of salivary coitisesponse to a stressor has established #self
state-of-the art method in psycho-physiologicaéagsh (Hellhammer et al., 2009). In humans,
cortisol secretion follows a typical circadian patt, with increasing levels in the early morningifso
and a peak at the time of waking. Afternoon is ppehthe best time for conducting laboratory
research that includes cortisol sampling (Dickei&dtemeny 2004). Nevertheless, if confronted with
a powerful stimulus (i.e., stressor), cortisol lsveampled during any part of the day can even rise
above those of the circadian peak (Kudielka &2009). Saliva sampling is nhon-invasive and can be
carried out easily under natural conditions outsitie laboratory (Inder et al., 2012), includingidg
game playing.

In general, past research on (non-educationaljadlighmes has previously incorporated cortisol
measurements. For instance, the cortisol-modulatfagts of built-on music during video game
playing have been described by Hébert et al. (20@6)ent content in video games has been
controversially linked to subsequent increasesiivary cortisol (Hossini et al., 2011; Ivarssorakt
2009, Oxford et al., 2010). Stressful video ganasdecrease reaction time in the accomplishment of
attentional tasks in absence of a concomitant aserén salivary cortisol levels (Skosnik et al.0@p
However, to the best of our knowledge, salivarytisol has not yet been measured in the DGBL
context. As argued above, cortisol levels coulgdeicularly interesting to complement information
about the participants’ subjectively perceived effee state and flow when investigating the infloen

of the affective state/flow on learning gains. Thue designed a study with the following goals:

(1) To explore the link between affective statedflof a learner, i.e., constructs related to endage
concentration, and his/her immediate learning gairesDGBL intervention. The affective state is
measured primarily by PANAS (Watson & al., 1988 flow by Flow Short Scale (Rheinberg et al.,
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2003), which are brief and therefore relatively 1iavasive when administered in situ in the DGBL
context. This part of the study is exploratory; pug forward no specific hypothesis.

(2) To elucidate several hypotheses on the lintween flow state and cortisol levels. These
hypotheses are introduced in Section 1.1.

(3) To explore the link between a learner’s positivegative affective state, measured by PANAS,
and cortisol levels. This part of the study is exatory. This goal is detailed in Section 1.2.

(4) To explore the link between immediate learrgains and cortisol changes. This part of the study
is also exploratory. This goal is detailed in Sactl.3.

(5) The methodological goal of this study is tolaa#e salivary cortisol assessment in the field of
DGBL and to discuss its methodological possibgitnd limitations based on our experience gained
during this study. This goal is described in ddtatbection 1.4.

To accomplish these goals, we use intentionally differenteducational interventions in this study.
The first three are the multi-player computer gakeppe 2045and two derivatives of this game.
Europe 2045nd its derivatives feature both collaborative eochpetitive aspects. The fourth is an
interactive computer simulation in which learnexgrh how to brew beer. Purposefully, this
simulation is single-“player” rather than multi-gyler.” The fifth intervention is a short, experiaht
non-computer simulation, embedded in a several-tmyg first aid training course. This simulation
is team-based and collaborative. All of these irgptions are expected to elevate the level of &ratn
arousal, but differ substantially regarding the&inceptual design (team vs. single, different type o
participant interaction, different situation). Toadle generalization across different delivery ragdi
we purposefully use computer-based and non-conmybatszd interventions (cf. Clark, 2012; Ross and
Morrison, 1989).

1.1 Goal 2: Cortisol Levels and Flow

We are aware of only four studies investigatingtrehship between flow and salivary cortisol
responses (Keller et al., 2011, Exp. 2; Peifer 22®@kifer et al., 2014). Based on her results gPeif
(2012) put forward amverted-Uhypothesis, positing that the relationship betwiémm and
physiological arousal is reflected by an invertedelationship; that is, the flow is high for a mewai
physiological arousal (measured, for instance abyary cortisol levels) and low for both low aslive
as high arousal. A different, but also plausibigdthesis was supported by the study of Kellet.et a
(2011; Exp. 2), and also by one of Peifer’'s stu® 2); thePerceived-fithypothesis. According to
the classical conceptualization of flow (Csikszehtatyi, 1975), the flow tends to be high when a
participant’s skills required to accomplish a gitask match the task’'s demands. This condition is
often called skills-demand-compatibility (but sésoeEngeser and Rheinberg, 2008; Lgvoll and
Vittersg, 2014). The Perceived-fit hypothesis ofiait cortisol levels would be highest when
participants are in the skills-demand-compatibitiondition; in other words, when they perceiveta fi
between their skills and the task’s demands ansldneiin flow. The cortisol levels would be low lbot
when skills are higher than demands (a so-calleddmm condition) as well as when the demands
exceed skills (a so-called anxiety/stress condititmboth of these conditions, the flow is also
expected to be low. Thus, both the Keller et @ltigly (Exp. 2) and one Peifer’s study indicated tha
high flow state is connected with elevated cortidal a consequence, Keller et al. (p. 852) also
guestioned, from the psycho-physiological perspecteneficial effects of flow state when it is
experienced over a prolonged period.
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It is, however, also possible that the generaticeiahip between experiencing flow and cortisoklev

is rather minimal and the flow-cortisol relationgslé heavily moderated by the type of intervention,
personal characteristics, and interaction of béth.call this ided reatment-specificity-and-personal-
characteristicshypothesis (TSPC). For instance, specific tasitufeng social-evaluative threat (ST)
components, for example the “Trier Social Stresst'T ¢hat requires a person to give an impromptu
speech to an evaluation panel, can significantyeiase cortisol levels from pre- to after exposure
(Kirschbaum et al., 1993; Schommer et al., 2004arde meta-analysis of cortisol-based laboratory
studies reported that tasks containing both STuswedntrollability elements were associated with the
largest cortisol increases (Dickerson & Kemeny,Q0Multi-player game-based activities may
feature these two characteristics when a learretchgpeak to an audience comprised of his/her peer
learners and/or has to participate in discussiatistivem while the speech/discussion have an impact
on the game’s progress and/or can be judged bpldyer's peers. We can thus expect that such
DGBL activities will be associated with greatertcml increases than single-player serious
games/simulations whereas the intensity of flow dejpend on different aspects of the interventions.
In other words, we may be able to dissociate High 6tate and elevated cortisol. The TSPC
hypothesis does not predict that the relationskig/een flow and cortisol levels can never be
observed, but it postulates that the existenchisfrelationship is largely dependent on the treatm
type and participants’ characteristics.

Our Goal 2 is to elucidate the tension betweerititee hypotheses above by dissociating high flow
and elevated cortisol.

In addition, gender is a potentially confoundingtfa for studying stress hormones in psychosocial
research (Kudielka et al., 2004). Stress experibgaaeans of cortisol release is related to gender
differences; generally reporting amplified respangeacute stress in men compared to women
(Kajantie & Phillips, 2006; Kudielka & Kirschbaur®05). However, it has been suggested that the
observed effects of gender may be stressor-spelifec study by Stroud et al. (2002), men exhibited
higher cortisol levels after challenging cognittesks, while women responded significantly stronger
to a challenge involving social rejection. Somelgs failed to identify gender-related differenaes
stress responsiveness (Wang et al., 2007). Haneeuld be particularly interesting to find out
whether a team-based game with ST components bedidked to differences in the hormonal
responsiveness of men and women.

1.2 Goal 3: Cortisol Levels and PANAS

Regarding PANAS, increased levels of cortisol haeen reported to alter the perception of a stimulus
from objectively neutral to more arousing; howevesgems that these changes are not related to the
self-reported negative affect state (Abercrombial €2005). In at-risk adolescent males undergaing
psychological challenge task, cortisol showed rmoedation with a positive affect and only partial
correlations with a negative affect (McBurnett let 2005). Het et al. (2012) showed inverse
relationship between cortisol and negative affecpfrticipants undergoing the Trier Social Stress
Test. Thus, our next goal is exploratory; we airmtestigate the relationship between both
dimensions of PANAS and cortisol increases withmuiting forward any particular hypothesis
regarding this relationship.

1.3 Goal 4: Cortisol Levels, Learning and Testing Conditions

In the context of learning, the release of glucticoids has been controversially linked to memory
formation (Roozendaal, 2002). During a moderatesi@®ee, cortisol can improve memory
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consolidation and retrieval with a stronger outcdoreemotionally aroused individuals (Abercrombie
et al., 2006). Furthermore, in a written exam situim individual achievements (i.e., the number of
correct answers) were linked to cortisol incredBésgr & Priplatova, 2010). Interestingly, women
using oral contraceptives seem to be less sustepilbortisol-modulating effects on memory
retrieval (Kuhlmann & Wolf, 2005).

There is also evidence that the very testing camditin an experimental setting can modulate the
effects of cortisol on memory (Kuhlmann & Wolf, Z)0An early study by Tennes & Kreye (1985)
proposed the suitability of studying cortisol stressponses in children at school; reporting higher
cortisol levels on days when students were takitegbas compared to regular school days. Testing
conditions can be inherently stressful also forest®ent students. However, the severity of perceive
stress, when measured by means of salivary cqnriigoks based on the kind of cognitive tasks
demanded (Minkley & Kirchner, 2012). Knowledge mghuiction tests were associated with the
strongest responses in cortisol; the effect waselwewmore pronounced in males than in females
(Minkley & Kirchner, 2012).

Our Goal 4 is to explore the link between learrongcomes and cortisol increases; and between post-
hoc testing and cortisol increases. Based on titkéniys mentioned above, we put forward no specific
hypothesis regarding the former relationship, betde hypothesize that cortisol levels would be
elevated in measurements taken after the postarigon testing (i.e., compared to previous
measurements).

1.4 Goal 5: Methodological Issues of Cortisol-based Research

DGBL research raises many questions that can bessketl by various types of experiments (see, e.g.,
Mayer & Johnson, 2010 for an example of classificabf DGBL research). It is known that
integrating a serious game within the formal scimgpsystem is difficult, and expectations gainedin
laboratory may not materialize in the real worldy(eEgenfeldt-Nielsen, 2005; Klopfer, 2008). Thus,
a substantial portion of studies investigating alcusage of serious games, motivation of learneds a
learning gains have to be conducted in schoolgeblisdtudies or in a laboratory, in which a regular
school day is plausibly modeled (see Brom et 8fLl2Xor the rationale). However, cortisol research
produces the most reliable data when conductedgltine afternoon in a laboratory with carefully
controlled timing of the assessment (Dickerson &ri€ay, 2004). Doing this is nearly impossible in
real schools. Even if the school day is modeledl lmboratory, the experiment has to be conducted
before or around noon. Moreover, cortisol cannaineasured very often nor at a precise time, since
that would disrupt the course of activities. Whendaucting a field or semi-field study, it is hand o
impossible to obtain some variables and standami#t@in conditions. For instance, the phase of
menstrual cycle can influence salivary cortisopmeses (Kudielka & al., 2009) and it is common to
ask female participants on the day of their meastrycle in a cortisol study; this is, however,
problematic in case of a teenage girl in a (seralgfexperiment (first, there are ethical concerns;
second, students would start to behave differerlighilarly, nicotine, caffeine or glucose intakanc
influence salivary cortisol responses (Kudielkal& 2009) and it is nearly impossible to standazdiz
participants’ nutritional state prior the experirhbg instructing them, the previous day, to avoid
certain food or drinks the morning before the eipent (in the case of a (semi-)field study, many
participants would not comply or they would reftsgarticipate). Consequently, high noise in the
cortisol data can be expected, and thus, it shoeiguestioned whether salivary cortisol is a method
applicable in the context of the DGBL research wbamducted in the field or when the real-world
context is modeled in a laboratory. Hence, our fyzal is to report on these methodological issees
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that other DGBL researchers considering inclusiotoatisol measurement techniques in their
research can benefit from our experience.

1.5 Structure of the Paper

The paper proceeds as follows. In Section 2, vt diescribe all five interventions used in thigigtu
Then we will continue with the classical structuvéethods (Section 3) — Results (Section 4) —
Discussion (Section 5).

2. Interventions Used

To accomplish our goals, we used five differenglimentions in this study. Crucially, these
interventions differed in the amount of uncontrbilidy and social-evaluative threat aspects they
featured. The first three were derivatives of antdmsed serious ganteyrope 2045which was
successfully integrated into the formal schoolingienment at dozens of Czech high schools (Brom
et al., 2010). All three treatments lasted abou Fiours and featured uncontrollability and ST
components because learners were required to lyepoakent certain topics to their peers. The fourt
intervention was an interactive computer simulatrowhich learners learned how to brew beer. This
simulation had been developed solely for reseanchgses. The intervention lasted 2-3 hours and it
was for a single “player.” Therefore it did not fisiee an ST component and it featured very little
uncontrollability. The fifth intervention was a hinute-long, team-based, experiential, non-computer
simulation of a car accident. The simulation wasedded in a several-day-long, first aid training
course. The simulation had been used successftdlyseveral years in various contexts in the Czech
Republic. It featured some aspects of uncontrditglzind ST, but less thaBurope 2045

Note that while the duration of the treatmentsedgf we measured cortisol levels, in all treatmesfts
only certain parts of the treatments. These pagte wf similar length: they lasted approximately-15
30 minutes each. This is also the precision achlewasing salivary cortisol sampling.

2.1 Europe 2045

The gameEurope 2045vas developed for educational purposes in 2008 génee, as used in
schools, is fully described in (Brom et al., 20Mhere it is also showed that the game is motigatin
for the learners. Here, we describe only the tiyeeee derivatives used for this study. These
derivatives were: 1) a full-fledged computer ga@e{comp groups); 2) a classical frontal teaching
approach capitalizing on the teaching method usé&aiiope 2045EU-class groups); and 3) a non-
computer game very similar Europe 2045EU-no-comp groups). The ST and uncontrollability
components were present in all the three treatntertee very similar extent.

The treatments descriptions are relatively detatbedause it is important to describe the contént o
activities for which we measured cortisol responge, the stressors. However, to make the
description more concise, several details wereided in Appendix A.

* Two of the present study’s authors (V. S. and ¢ aBe co-authors durope 20450ne of this paper’s authors
(C. B.) is a co-author of the beer-brewing simolatiNone of the authors of the present study werelved in
organizing/developing these first aid training cas.
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2.1.1 The EU-comp treatment

This condition feature&urope 204%erious gamezurope 2045ombines the principles of two game
genres: multi-player on-line videogames and saolalplaying games. The latter is not only played
on computers, but also in the classroom. Both gaareefterconnected.

Europe 2045s played in student teams, while the teachermassuhe role of coach/tutor. Each

student represents a member state of the Europeian.lAt the beginning, the game situation closely
resembles the real state of affairs in Europe asdafy. The game proceeds in rounds with each round
representing one year.

In schools, one possible way how the game candyeglis within a “project-day.” In this study, we
modeled such a “project-day” in a controlled labonaenvironment. The game was played for about
five hours. For the study’s purpose, the game wtentlardized” (and therefore constrained) as
follows. Each time, the game was played by exatit players in six rounds. Previously instructed
teachers, all members of the research team, geatiérd in our standardized setting (see Sec. 34.1).
time schedule with to-the-minute precision was toiesed and the teachers did their best to foltow i
as closely as possible.

Two of three layers dEurope 2045'ggame play were played: the economic layer and igilerdatic
layer. In the economic layer, each student defineglomestic policy of his/her state, such as tax
levels and the level of environmental protectioig (F)*

In the diplomatic layer, which is most important fbe purpose of this study, the player has an
opportunity to present drafts for policy changeth®EU (for issues such as common immigration
policy, stem-cell research or agricultural quotésdeacher moderates discussions about these change
and these simulate negotiations at a wide arr&tbinstitutions.

--- Insert Fig. 1 around here ---

* The knowledge that can be acquired by this level mat tested by knowledge tests.
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Fig. 1 A screenshot from theurope 2045ame. The economic layer: GUI of domestic politics
settings.

More specifically, each player represents a diffepoject to try to push through at the European
level. A project is connected with a number of giels that should be put in place/suspended (., t
Green Europe project supports environmental prioteeind investment into alternative energy
resources). A player can always find a teammaseipport his/her intended particular policy change.
Thus, the game features both collaborative and etitiye aspects at the same time.

In the first two “tutorial” rounds, the players vegiamiliarized with the game and they could choose
their project and familiarize with it by readingp®sitory texts. Each project was described at about
two A4 paper sheets and each of its policies atiab@ A4 paper sheets.

In each of the subsequent four rounds (the 3rtedth), the following happened. Players were able
to briefly control their states (i.e., play the romic layer). Afterwards exactly four players (randy
selected by a computer) proposed a draft for apclhange chosen of their free will. Each student
presented a draft exactly twice during the gameerAd period of eight minutes for preparing for the
draft's presentations, students introduced theiftsiito their fellow players (4 x 1.5 minutes).
Opponents or other proponents could then reactfasktions during a discussion moderated by the
teacher (4 x 2-3 minutes). When all the four pregesvere presented, the negotiation for or against
support of the proposed policy changes startedifbites). The negotiation wa®t moderated by the
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teacher. Finally, students voted on each draftgotesl. The results were presented at the begimfing
the next round; including the current game rankihthe players.

Concerning learning new knowledge, we concentraidyl on knowledge that can be acquired by
means of the diplomatic layer. We thus operatiaeali‘learning effectiveness” by means of the
amount of knowledge about a) the player’'s own mtoje) all other projects; c) policies each player
presented himself/herself; and d) the process gdtistions on policy changes.

Note that there is an inherent ST aspect in thegmtations and discussions and these presentations
can be consequently quite stressful for some stadan also confirmed by our qualitative data).
Moreover, the condition is also uncontrollable bg presenting student to some extent. For instance,
the student must have used up the whole 1.5 mimmgpresent the pros of the proposed draft policy
change, despite whether he/she was personallysadghis particular change (this happened in about
20-50% of cases despite the fact that studentsl ahdose their own proposal).

Cortisol was measured when the game was most heatea@fter the 4th and the 5th round.

More detailed description of the treatment candumdl in Appendix A.

2.1.2 The EU-class treatment

This condition modeled, in a laboratory, a “typfgadoject day on the topic of European Union, as it
would be implemented within a school, with&rope 2045We strove to design the project day so
that the learning benefits were maximal for leasr(ee., “the best possible” replacement) and ab th
the learning experiences in the EU-class and EUpcoonditions were as similar as possible. All
expository texts were the same as in the EU-coropgy.

Concerning main differences between the treatmémsntroduction to the game was replaced by an
unrelated 40-minutes-long frontal lecture on theusihg PowerPoint slides and by an unrelated 20-
minute-long, pen-and-paper “heat up” mini-gametmntbpic of the EU and EU law. Afterwards, we
carefully avoided the word “game” (and any comjpatit. Each EU-class learner was paired with an
EU-comp (or EU-no-comp) learner and was assignegéer’s project. Thus the EU-class learners
could not choose their projects. They were alstiuonted “to study a project” rather than “to play a
project role.” As concerns policies, each EU-classner was assigned a policy to study and to
present based on what his/her peer had chosea BUkcomp group (i.e., the possibility of choice
was absent). The time for studying and introdugialicies was the same as in the EU-comp groups.
Similarly to the EU-comp groups, after each presigon, a brief discussion about the proposed policy
started. Negotiation was replaced by a longer dsion about all presented policies together. There
was no voting and as concerns its replacementdaedsan unrelated short film about an EU topic at
the very end of the workshop (around 20 minuteg)lohhere was no economic layer.

There are two technical issues worth commentingt,Fdue to reasons detailed in Appendix A, we
had to replace four rounds of the EU-comp treatmatfit two “rounds” in the EU-class treatment. In
both of these “rounds,” each participant prepaiedterself for the presentations that directly
followed. In other words, all students in the Eldsd treatment presented their drafts for policy
changes twice: once in each “round.”

Second, due to the process of assigning partiggardubgroups (see Appendix C), there could have
been 6-10 students in each EU-class group (andxaatly eight as in the EU-comp groups). Actually,
the treatment’s format permitted this easily, simeecould either omit a project (6, 7 students) or
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assign a project twice while assigning other pesiaiot presented in the EU-comp group (9, 10
students).

From the perspective of this study, it was impdrtaat the amount of ST remained more or less
unchanged between the EU-comp and EU-class treenWhat we did change was the level of
“engagement” (expected to be higher in game grasgesFig. 2). The level of uncontrollability was
also probably slightly higher, because the EU-ctes$icipants could not choose their project and
policy proposals.

More detailed description of the treatment candumdl in Appendix A.

--- Insert Fig. 2 around here ---

“engagement”
(flow, positive affect)
EU-
BEEY EU-(r:m(v::))T:zmp
high Aid-actors A paithie
low (many everyday EU-class
activities)
arousal
low high ,
(cortisol)

Fig. 2 Hypothesized differences between the sixgsan terms of state engagement, operationalized
as flow and positive affect, and arousal, meashyecbrtisol levels. The state engagement is predict
to be high in simulation/game-based interventiangmatter the delivery media. The arousal is
predicted to be high in treatments with ST/uncdtability components.
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2.1.3 The EU-no-comp treatment

This condition feature@urope 204% diplomatic layer played without computers. Thuing system
was implemented in the classroom using a ballot haxas impossible to replace so easily the game’s
economic layer, thus it was absent in this conditio

The introduction, the assignment of projects, tiseukssions and the negotiations were organized as i
the EU-comp groups. The schedule and content,dirgiexpository texts, were exactly the same as
in the EU-comp treatment with the following exceps: the players did not have the opportunity to
play the economic layer. The roughly 15 minutesallgspent by the EU-comp players controlling
their state were filled by an extra break and géorvoting process (the votes had to be counted
manually in the EU-no-comp treatment). Due to tfecpdure of an assignment to groups (Appendix
C), this treatment was for 6-8 players, each plpgimifferent project.

Remarkably, the amount of ST and uncontrollabilgnained unchanged.

--- Insert Fig. 3 around here ---

e Q@ DO Qmm
<© :

ve stétech EU

Névrh stoji: 12 bodd

(@) (b)

® The economic and diplomatic layers are intercoresidiut this connection is relatively weak and lsan
undone.

® We also remark that the EU-no-comp participantaailt had slightly more time for studying the exjposy
texts than the EU-comp and EU-class participartiss iE because during the “8 minutes for readitigg,
economic layer was absent. Thus, the four studeitpreparing themselves for presentation coutteeito
nothing or study materials about policies assodiatith their own projects or about policies propbbg the
other four players. They actually did the lattdatieely often; being motivated by the game. Thignpis
relevant in this study as far as possible motiveidenefits of the removed economic layer are eovedd but
not regarding learning outcomes, which will be praed in full detail elsewhere.
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Fig. 3 A) Voting interface irEurope 2045i.e., in the EU-comp treatment. Nine ballotsriore drafts

of policy changes are depicted. B) A teacher stapdixt to the ballot box announcing results in the
EU-no-comp treatment. There are the most recemiygiads written on the board behind him/her (top),
as well as the player’s latest ranking (bottom)erghare ballots for individual drafts of policy clggs

at the table around the ballot box.

2.2 Beer Brewing Interactive Simulation

While Europe 20435s played in a team, the beer brewing interactiweulation is intended for a single
learner (referred to as the Beer treatment throughBuring the interaction with the simulationeth
learner never presents anything to an audienceeftire, the interaction does not feature an ST
component. Also the uncontrollability aspect is imial. However, at the same time, the simulation is
highly engaging; as is also demonstrated latenisygaper. Therefore, it is a useful treatmenbiar
experiment, since it is reasonable to speculatdttban increase engaged concentration, but not
cortisol levels.

The simulation, including textual instructions, ves/eloped by the research team solely for research
purposes (not only for the purpose of the preseialy$. The learning process is relatively long, @tbo
2-3 hours, to enable at least partial comparisahadghreeeurope 20458reatments. The phenomenon
being modeled — the process of beer brewing — tsvaing enough for participants to stay with the
simulation over the whole period (Brom et al., 20Bkcause of the complexity of the process, the
target audience was, in general, older than irctise ofEurope 2045i.e., they were college students.

The simulation is detailed in (Brom et al., 201E9r present purposes, we now provide its brief
overview. The simulation was developed using thédge toolkit (Wilensky, 1999). Its graphical
interface (Figure 4) consists of the several elésjencluding: textual instructions, an animati@anpl
showing the content of the fermentation vesseljpplementary explanation panel relaying the
meaning of graphical elements, panels with graplshistograms showing the amount of ingredients
in the product, an adjustable thermometer and bsittor controlling the processes. The application
was designed to allow learners to proceed at tvair pace. The whole simulation has four parts.
These parts include a tutorial, a linear part,raorgart and tasks.

1. The tutorial demonstrates how to control the simmma(approx. 10-20 minutes).

2. The linear part demonstrates in a linear fashiom twobrew beer from beginning to end, when
every step is done correctly (approx. 30-50 mifjutes

3. The error part demonstrates the consequences ahgnalkors or of not following the
standard procedure as previously described (apB&580 minutes).

4. In the final part, so-called tasks, the learnesubke simulation to brew his/her several beers of
a specific type (approx. 10-20 minutes to compbete task).

The learner proceeds by reading instructions andweting suggested steps (except for the fina) part
The learner has several means of controlling/imitireg the simulation (such as adding ingredients,
starting/stopping the process, adjusting tempegatur
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Several key ingredients are animated in the feratiemt vessel, such as enzymes, starch or yeast.
When things go wrong, bacteria and acetone careapyzewell. The learner can monitor the amount
of the ingredients through the graphs, histogramasraumerical panels. The simulation provides
feedback via an “assessment” button.

--- Insert Figure 4 around here ---

POMALU

ProtoZe nase varna ma 1000 litrd vody, museli jsme do ni vhodit 4
150 kg sladu (10 x 15 kg), abychom uvafili desitku.

explanation
‘paner-

process
instructions

M ENZYM

SKROB

= ==X 1=
Podivejte se do varny. Jsou v ni zndzornéné 3kroby (modie),
enzymy (riZové) a bakterie (modrobile). Ve varné zatim neni cukr.

Stisknéte >>". tuto rial
instructions

svini e

SloZeni dila - hlavni sloZky

faze

Vyvoj dila - hlavni sloZky

16 Ceukry 1
. .skroby
~B M akoholy’ .
R 4% ®
o

o

i Zas ES N skrnhv nke___ akohol 3
wVyvoj dila - pfim 5 - 1 - primési
ingredients
panel
0 cas 25 . UO CO2 priboudlina aceton 3

Fig. 4 The simulation screenshot. The main elementseofthphical interface are described.

To make the simulation more engaging, we incluthedfollowing background story. It is explained to
learners verbally by the experimenter: “Imagine goel from a family that owns a family brewery

from Baroque times. After the Second World War,rypandpa was trained to become a brewmaster.
In the fifties, the communists confiscated your ifgrarewery, but it was returned to your family exft

the Velvet Revolution in the nineties. Afterwargleur grandpa ran the brewery for about 20 years,

but he is now 85 years old and he is looking ferduiccessor. You are one of the people he hasrchose
to take on this role. This doesn’t mean the breviggpurs: but it could be. However, your grandpa i

a cautious man. He commissioned the developmemsohulation modeling your family brewery.

Now he will let his chosen ones interact with & thest they know how. Only then would he allow the
very best candidate to be trained at the real bmeard possibly succeed him. Your grandpa will
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speak to you, via textual instructions, for theadian of the simulation. Everything written in the
instructions is what your grandpa would say.” (§able 1)

As a consequence, on-screen instructions are giveconversational style rather than a formalestyl
it is the grandpa who is speaking to the learnke ifistructions have, in total, 6,750 words.

--- Insert Table 1 around here ---

Table 1 Examples of two instructions. Note every instroicthas two parts: a process instruction,
explaining the process, and a corresponding tutiaigéruction, explaining what to do next. Some
words were highlighted using capital letters (ia driginal).

Instruction #6 Instruction #7

Process Excellent! Because the brewing tank| Now you heat the product to 75 DEGREE$
instruction | holds 1000 liters of water, you had tq Centigrade. This is the temperature at which
add 150 kg of malt (10 x 15 kg) to it inenzymes BEST CONVERT starches into
order to brew 10-degree beer. sugars. There are also more complex
methods of brewing that allow for better
tasting beer, but I don’t use them when
making beer.
Tutorial Look into the brewing tank. Starches| Set the right temperature. Then look at the
instruction | are shown inside (blue) along with | ,Infusion* button. The button can be clicked

enzymes (pink) and bacteria (blue ar
white). For now the brewing tank
contains no sugar. Click ,>>" and
you will find out what happens next.

the infusion process. Now try to use the
button several times to either start or stop
the simulation. Also notice that the TIME

the time that has elapsed SINCE THE
PHASE BEGAN. Let the infusion run for 5
10 minutes and then stop the simulation a
click ,>>"

cbn or off: in doing so you either start or stgp

INDICATOR, below the image panel, shows

2.3 Car Accident Experiential Simulation

The last treatment complemented the previous fouras a multi-“player” treatment, yet the amount
of uncontrollability and social-evaluative threaasssomewhat lower than in teeirope2045
treatments, at least for one type of the lastineat’s participants, as detailed below.
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A team of physicians and paramedics, called ZDrS&fMdanizes first aid courses from 199Bhe
courses usually last more than one day and thgickaracteristic is that they include multiple
experiential simulations for the participants. Thaor simulation is often a simulation of a car
accident. The simulation happens in the mornimyg; in the time comparable to the time of the other
four treatments.

The course is usually visited by 10-20 differetrieers. The car accident simulation is for aboug fi
learners; thus, it is replayed several times dutfiggmorning. One simulation lasts about 15 minutes
and involves five or six external actors. The segtinvolves a car full of passengers hitting a
pedestrian or a cyclist. Minor to fatal injurieg &@imulated, including both minor scratches and
disorientation as well as open fractures, arté&ietding, inner injuries, cardiac arrest and coméas.
state of some “wounded” persons progresses spantalyeduring the simulation.

Each simulation starts when organizers bring agadyabout five) participants to the area near the
simulated accident, after the crash has just hagghérhe participants’ goals are to orient themselve
in the situation, prioritize, provide the necesdast aid, e.g., by limiting arterial bleeding oy
cardiopulmonary resuscitation, and call an ambuafbe simulation ends with the ambulance’s
arrival. Generally, from the perspective of leagdne situation is quite messy, complicated and
challenging. However, the actors have the coursvents, to a large extent, under their control.
Participants must cooperate intensely to managsitiiation.

Before the simulation starts, the actors put oir thake-up while the learners receive a lectureake
part in a discussion. The same actors act in dauliation during a particular day; there is only a
few-minutes-long break between consecutive simanati After the last simulation ends, about an
hour-long debriefing starts. Apart from contextmation of the situation by a lecturer, the learners
have to express their opinion regarding what thidydrrectly and what went wrong. The actors
contribute by describing the situation from thesrgpective. The debriefing generally has
(intentionally) a positive tone. It usually endsabfour hours after the morning lecture started.

Because the experiential simulation is highly imsnexr and demanding, both for the learners as well
as the actors, a high state engagement can betedpedoth groups (denoted as Aid-actors and Aid-
partic). However, while the evolution of the expatial simulation is only partially controllable by

the participants, it is highly controllable by thetors. In general, the simulation experiencess al
more stressful for the participants than the ac®ogial-evaluative threat is not imminent durihg t
simulation, but it could be, to some extent, presemning the debriefing for the participants (begd

so for the actors). Thus, some cortisol level diffeces between the participants and actors can be
expected.

We point out here that the simulation’s target ande is adults; both the actors and the particgpant
are usually 20-40 years old. Saliva was colleatetthe field during a real course, not in a labanato
like in the previous four treatments.

" http://www.zdrsem.cz. The group stems from theatimnal School Lipnice (VSL), a civic organization
promoting experiential pedagogy in the Czech Répudbi more than two decades now (http://www.pg).cz
The VSL is member of the Outward Bound organizatdtp://www.outwardbound.net/).
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3. Method

3.1 Experimental Design

The study used between-subject design with siewdfit groups and five different treatments. The
treatments were as follows: three derivatives efrtiulti-playerEurope 204%ducational game
described in Sec. 2.1 (EU-comp, EU-class, EU-nog;aon EU* all together); the single-“player”
educational simulation on the topic of beer brewdegcribed in Sec. 2.2 (Beer); and the multi-
“player” car accident experiential simulation déised in Sec. 2.3 embedded in a first aid course,
which featured two groups: actors (Aid-actors) padicipants (Aid-partic; or Aid* both together).

The study compared, between the six groups, pregmaspost-delayed differences in cortisol levels
and the positive/negative affective states and fitate of the learners measured either during the
intervention or right after it. These were the gtadnain dependent variables. The study also
investigated relationships between these variaids for the three EU* treatments, the following
auxiliary variables: overall learning effects, gnjeent of competition, contentiousness, social
interaction anxiety and subjectively assessed ilikalof the whole treatment.

The EU* treatments lasted, including the introductand questionnaire administration, around 7
hours. Several tests and inventories were alsorask@ied to these participants a month after the
intervention. The EU* treatments were investigated laboratory, in which a school project day was
modeled according to (Brom et al., 2012). The Bestment lasted, including the introduction and
questionnaire administration, around 4 hours. Trieigtment was also investigated in a laboratory
setting. The Aid* treatments were investigatedhia field and the whole data collection lasted adoun
4 hours.

All treatments started in the morning and endedrdaoon or in the early afternoon, with respect to
cortisol circadian periodicity. Details of the timg are described in Sec. 3.4.

3.2 Participants

3.2.1 EU* Groups

Our aim was to have a relatively heterogeneous leaoffadolescent and young adult participants (to
recruit people with different personal charactasstprimarily social interaction anxiety and
enjoyment of competition). For the EU* treatmemts, recruited seven groups of 15 to 26 participants
(127 in total). Two groups were formed from collggeticipants (mainly students of computer
science or psychology), who participated for a sewredit or 400 CZK (around 20 USD) (Mean age
=22.19;SD= 2.21). Four groups were formed from older highost students (Mean age = 16.3D

= 0.64). One group was formed from younger highostktudents (Mean age = 13.Z)= 0.58). On

an experimental day, the whole group arrived aeo&ach high school group consisted of one class
and arrived with the class’ regular teacher. Inttigl school groups, participants knew each other
well. In one college group, most participants &sew each other, because they all studied computer
science at the same faculty (though in a diffeyeatr of study). In the remaining college group, mos
participants did not know each other in advance.

--- Insert Table 2 around here ---
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Table 2 Breakdown of participants.

Intervention Background of Nr. of Nr. of participants
participants subgroups included(recruited
EU-comp College 2 males: 10 (10)
females: 6 (6)
Lower high school 1 males: 5 (5)
females: 3 (3)
Higher high school 2 males: 5 (5)
females: 9 (11)
EU-class College 2 males: 11 (11)
females: 4 (4)
Lower high school 1 males: 5 (6)
females: 3 (3)
Higher high school 4 males: 18 (19)
females: 12 (13)
EU-no-comp College 0
Lower high school 0
Higher high school 4 males: 12 (15)
females: 14 (16)
Beer College N.A. males: 9 (9)
females: 7 (7)
Aid-partic Adults 5 males: 15 (15)
females: 11 (11)
Aid-actors Adults 2 males: 4 (4)
females: 8 (8)

Page 21




After filling in of a pre-questionnaire and after mtroductory lecture, each group was divided into
two or three subgroups according to the critericdbed in Appendix C. One of the subgroups
always received the EU-class treatment. The o#remived either the EU-comp or the EU-no-comp
treatment; or both in the case of three subgrdipsall participants agreed with taking part in the
saliva sampling; those who did not were excludedHe purpose of this study (Tab. 2). A few others
were excluded from specific tests due to partlysmig data. The high school classes were recruited b
a convenience sampling (we used classes whosectsaghre willing to participate, and making sure
to include diverse classes: both in terms of theality as well as their subject specializatibn).

3.2.2 Beer Group

We recruited 16 participants from Charles UnivgrgitPrague for participation in the Beer treatment
These persons patrticipated in exchange for couesht ¢mainly students of computer science or
psychology) (Mean age = 23.83D = 4.73). These participants were tested in gradffxetween 2 to

8 persons, each sitting at separate computer.

3.2.3 Aid* Groups

For participation in the Aid* treatments, we retedi 26 participants and 12 actors from two différen
first aid courses. In the first course, the caidgartt simulation was replayed twice; in the second
course, it was replayed three times. Each simula@ssion involved six actors and five or six
participants. Participants paid for the course they received 200 CZK (around 10 USD) as
compensation for participating in the saliva sanmgpknd for filling in of questionnaires. Actors
received 200 CZK for acting in the simulation freime course organizers and additional 200 CZK for
participating in the experiment from us. Becausewas a field study, we did not collect background
data on the participants, except for participagé&sider. The actors as well as participants werdé(20-
years old, with two or three exceptions.

3.3 Materials

3.3.1 Interventions
Interventions are described in Sec. 2. Their ugadetailed in Sec. 3.4.

3.3.2 Pen-and-paper materials

EU* treatments

At the beginning of the experimental day, partiaigdilled in apre-questionnairelts purpose was,
first, to solicit information about participantségder, age and time of waking up that day; andregco
to provide information about the amount of priortjggpants’ knowledge about the EU. To assess
prior knowledge, we used five self-assessment pgunssas well as four knowledge questions (see
Appendix B). Each question was assigned 1-4 oof&4 points, giving us a possible score in the
range of 5-38Nlean= 20.38;SD= 5.22).

® The EU* part of the present study was conductephassof a larger experiment involving seven addiio
older high school classes. However, saliva wasaotpled in these additional classes.
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To measure the participants’ experience of flowrdythe treatment, we administereélaw Short
Scale(FSS; Rheinberg et al., 2003; see also EngesenedniRerg, 2008). In this study, we report the
data from its first subscale measuring componeifiew experience with ten 7-point Likert items.
Examples of questions are: “I do not notice timsspay,” “| am totally absorbed in the discussion” o
“I feel | have everything under control.” Flow qtiesnaires were analyzed through T-norms
provided with the standardized Flow Short ScaleefRirerg, 2004). The possible score transformed
via T-norms ranges from 21-74.

To obtain information about participants’ affectstate during the treatment, we administered a
PANAS(Positive and Negative Affect Schedule; Watsoal ¢t1988), which consists of two mood
scales: one for positive and the other for negatfiect. We used a state variant of the inventory
asking the participants: “The following words déiserdifferent feelings and emotions. Read each
item and mark to what extent did you experiencedHeelings during the last discussion.” The Ifst o
feelings include: “Interested” or “Strong” (posiy and “Distressed” or “Ashamed” (negative). Each
scale consists of ten 5-point Likert items withasgible score from 10-50.

FSS and PANAS were always administered in sequeéumeeg the game/workshop. The Cronbach
alpha was 0.87 for the positive scale and 0.8themegative scale of PANAS, and 0.85 for the FSS,
across all three EU* treatments. The respectivealbbes will be denoted d&low for the FSS score,
PANAS+for the score of the positive PANAS subscale BAINAS—or the negative PANAS
subscale.

After the game/workshop ended, participants filled post-questionnairgfrom which only one
question is relevant for the purpose of this stibyw did you like today’s workshop compared to a
regular school lesson?” The question used a 6-phdiptt scale (1 +much morg6 —much lesgand it
will be denoted akike question.

Participants also filled in four different knowlesltests. Together, these tests required particggant
select, from a list, words related to the projéetytplayed/were assigned to study; draw a mentpl ma
of their project; select, from a list, all the dsabf policy changes that were discussed that alasyver
two short answer, one open-ended and two multiptéee questions related to the policy they
presented in the second round of discussions iklthelass groups or in the second or the third doun
of discussions in the EU-(no-)comp groups (eactestipresented exactly one draft for policy change
in these rounds); and answer two open-ended questio the process of political negotiation (see
Brom et al., in prepfor details). Open-ended questions were scorgdbyscorers. For present
purposes, only the overdlest scoref these immediate knowledge tests is relevarit 3tore will be
expressed as percentages of the maximum possdyie sc

Finally, participants also filled in a short versiof aSIAS social interaction anxiety inventory,
consisting of ten 5-point Likert questions (Kupgebenollet, 2012). We used a shortened version
due to severe time constraints. Question exampéeslaave difficulty making eye-contact with
others” or “l worry about expressing myself in casgppear awkward.” The resulting score ranges
from O to 40. The Cronbach alpha was 0.88.

°Brom, C., Sisler, V., Buchtova, M., Selmbacherova& Zderek Hlavka (under review, 17 July 2014).
Positive Affect and Learning in Repeated Acadenuoottbversies: Effects of Social Role-play Gaming.
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A month after the intervention, participants filleda second battery of knowledge tests and several
additional inventories, such as a short versiothefBig Five Inventory (Rammstedt & John, 2007).
Only one of these is relevant for present purpdbefCl, Revised Competitiveness Index (Harris &
Houston, 2010). This instrument features 14 itertls &/5-point Likert scale that can be divided into
two subscales; enjoyment of competition (nine iteamsl contentiousness (five items). These
subscales will be denoted RE1.compandRCl.cont respectively. The questions include: “I like
competition” or “| often try to outperform other@RCl.comp), and “I try to avoid arguments” or “I
often remain quiet rather than risk hurting anottenson” (RCl.cont). The inventory was
administered in the delayed testing session dtigettime constraints of the original session. This
inventory seems to assess competitiveness asla stib(Harris & Houston, 2010). The Cronbach
alpha was 0.93 for the RCl.comp and 0.79 for thé ¢@t.

Beer treatment

At the beginning of the experimental day, partiaigdilled in apre-questionnairelts main purpose
was, first, to solicit information about particigagngender and age; second, to provide information
about the amount of participants’ prior knowledgeuw the topic of beer brewing. In the context of
this study, the only relevant outcome regardingseieond point is that all participants were vewy-lo
prior knowledge learners.

During their interaction with the simulation, paigiants filled in the FSS and the PANAS; the same
tests as used in the EU* groups. The tests weli@ againistered in immediate succession. The tests
were administered twice during the simulation, etsitkd in Sec. 3.4.2. As a resulting score, we use
the average of the results from the two tests.Qembach alpha was 0.79 for the first PANAS+, 0.89
for the second PANAS+, 0.75 for the first PANAS-ddn67 for the second PANAS—.The Cronbach
alpha for the first FSS was 0.87 and it was 0.8%fe second FSS.

After completing the simulation, participants fdlén retention tests and transfer tests on thes topi
beer brewing. For the purpose of this study, thests are irrelevant, since it does not make angese
to compare their outcome to the outcome of the Etbwledge tests

Aid* treatments

After the car accident simulation, the participdiitsd in the FSS and the PANAS, the same tests as
used in the EU* groups. Actors filled in the sam&ts in between consecutive simulations. The
researchers made notes on the participants’ andsagender.

'° From a broader perspective, we note that the parpbadministering these knowledge tests was alifie

test questions for a consecutive study with betwsénect design that compared the learning effefctao
different versions of the beer brewing simulatione with personalized instructions and the othén farmal
instructions (see Brom et al., 2014 for detail$jisTconsecutive study E 75) did not use cortisol sampling, but
it did use the twd®ANASand the twd-SSinstruments in the same way as the present skatycompleteness,
we will also report here the results from the consige study concerning the PANAS and the FSShén t
present study, participants received the persathlersion of the simulation, i.e., with the graadgdressing
the learner in a conversational style (see May@d9Zor more on the personalization principle).
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3.3.3 Saliva sampling

Sample collection

Commercial sampling devices (Salivette®, Sarsteit)out any saliva-stimulating additives were
used to obtain human saliva. Participants wereothgitly instructed how to collect their saliva by
putting a cotton roll in the cheek pouch, lettingdak with saliva for approximately 60-80 seconds
and re-placing the cotton roll in the device camtai The collected material was stored in an ice bo
so that the salivary devices were immediately abblefore final storage at -20°C. Prior to analysis,
samples were thawed and centrifuged at room teryerat 3000g for 15 minutes to obtain the clear
saliva.

Sample analysis

A portion (10 pl of a 1:10 dilution) of the cleaaliva was used for the analysis. Analyses wereezhrr
out at the Institute for Biochemistry at the Ungigy of Veterinary Medicine in Vienna with a highly
sensitive enzyme immunoassay kit for salivary sottiSamples were assayed in duplicates and
cortisol concentrations were assessed by doubibeatyt biotin-linked enzyme immunoassay (Palme
& Mostl, 1997). Duplicate samples with a coeffidief variance > 10% were replicated and
considered in the analysis when a coefficient ofavece < 10% was achieved. If the sample volume
fell below the limit needed to run duplicates an caut before reaching a coefficient of variance <
10%, the sample was dismissed from the analysis.aVbrage intra- and inter-assay coefficients of
variance were less than 10% and 15%, respectively.

3.4 Procedure

3.4.1 EU* Groups

We organized seven different experimental days thighEU* treatments. The course of every day
evolved according to a fixed “optimal” schedulegi) and the research team followed the schedule
as precisely as possible. However, some discrepame@re unavoidable. The beginning of a day
differed by +/— 15 minutes and the actual schediffered from the optimal one by +/— 20 minutes
due to accumulations of prolonged/shorter parte®play or breaks (due to cortisol circadian
periodicity, we strove to collect the samples atgame time, and therefore describe these timing
details as precisely as possible).

After the introduction, the participants were iosted to avoid eating and drinking anything except
still/carbonated water for the next 30 minutes heeaof the saliva sampling, and to avoid caffeine
products during the whole dayso as to yield reliable results for the salivasytisol analysis. The
participants were then assigned numbers to keépdéta anonymous and they filled in pre-
guestionnaires. Then the participants receivedtaductory lecture about the EU (approx. 20
minutes, PowerPoint slides). Participants wereeskas if in a regular class. The lecturer was a
member of the experimental team.

1n an ideal laboratory setting, the nutritionaltstof each participant would have been standatdirethe
experiment with pre-assigned eating and drinkirfgedales from the early morning until the afternodnr
experiments took place under more natural conditamma regular school day for all high school partints,
requiring us to deal with their daily routines. &uts participated voluntarily and, according to @xperience,
most likely would have refused to continue with éxperiment or might have been less motivated unbee
stringent conditions.
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After the lecture ended, thiest saliva samplevas taken. Although there are inter-individual
differences in responses, cortisol secretion gdlggreaks around 20-40 minutes after the onset of a
stressor (Dickerson & Kemeny, 2004). Therefores faimple was related to participants’ cortisol
responses during the filling in of pre-questionesiand/or the listening to the first part of thetliee.
This sample was considered a pre-exposure condition

After the sample collection, the class was dividted two or three subgroups; each of which was
assigned one of the following treatments: EU-collp;no-comp, EU-class (as described in Sec. 2.1).
Participants were matched based on their pre-test sFor every group, we also took care to achieve
similar boys/girls ratio in its subgroups (see Apgi® C for details).

Each subgroup moved into a different room. Theigpents were instructed to avoid any interaction
with other subgroups’ participants until the expent ended and the research team did its best to
prevent such interaction. Each participant wasigex/a pen and blank paper sheets. In the EU-comp
subgroup, each participant was seated at a separmajguter.

Each subgroup had its own teacher, who was a meofltee experimental team. We used a pool of
six teachers: all males younger than 35 years @fwih similar clothing style, short hair and demi
speech and teaching styles. These teachers ratateeir positions. Each teacher had an assistant,
who administered the questionnaires and helpedtedtnical issue¥.

After the splitting into subgroups, each subgrooptinued as described in Sec. 2.1. until the
treatment interaction ended soon after noon. Dutiegntroduction to the game, the EU-comp and
the EU-no-comp participants were provided badgdis fkags of their states and flag stands. The same
expository texts were provided in all subgroupadsnts had a personal copy of a material related to
their own project and policies, but they could asoess materials related to any project).

In the EU-comp and EU-no-comp subgroups,sibeondand thehird saliva samplesvere collected
after the fourth and fifth round, respectively. Tthied sample was considered as reflecting the main
treatment effect. In the fifth round, the game wagally the most “heated”. The sampling was
scheduled at around 30-40 minutes after the dismussarted and at least 10-15 minutes after the
negotiations ended, so that the samples were ddiatearticipants’ cortisol responses to the
discussions plus negotiations. Keeping in minditt@- and inter-individual nature of cortisol
responsiveness in humans, in our setting with +hirfutes in the different subgroups, it is diffictd
separate cortisol responses from the discussioth&noegotiation parts. About half an hour before
every collection, we instructed participants toievamoking or ingesting any food and drink except
for still/carbonated water, which was provided tigbout the day (see Fig. 5). Cookies were also
provided throughout the day, except during thefomd” periods, and a light meal (a baguette) was
provided during the lunch break.

In the EU-class subgroups, the second and theshimples were collected after the first and second
round of discussions, respectively (see Fig. 5)alisady said, we strove to collect the sampléiseat
same time; but +/— 20 minutes differences were oidable due to treatment properties and naturally

2 Each subgroup also had one independent researeflvehswho coded students’ verbal and non-verbal
behavior during the discussions. These data alevant for present purposes, but we want to enipéise
presence of another person in the room.
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occurring delays or accelerations in different sobgs. Especially in the EU-class subgroups, we
usually collected the second and the third sanglightly later than in the other subgrodps.

The FSS and the PANAS were administered priorécstiliva sampling (Fig. 5).

After the treatment and after a short break, passjonnaires and the battery of knowledge tests,
including the SIAS, were administered. Each subgreas tested in its own room.

--- Insert Fig. 5 around here ---

" Due to the pairing of EU-class participants witthei EU-comp or EU-co-comp participants, the disirs
could not start in the EU-class subgroups untippgals from the respective EU-comp or EU-no-corag<l
were known.
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Fig. 5 Time schedules for the EU* conditions. The damkygrolor denotes sampling periods, while

the light gray color denotes the periods to whighindividual samples relate. “R” denotes the round

--- Insert Fig. 6 around here ---
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Fig. 6 Time schedules for the Beer and Aid* conditionlse Hark gray color denotes sampling
periods, while the light gray color denotes thdqus to which the individual samples relate.

Thefourth salivasample was collected 30-40 minutes after thertreat interaction ended, so that the
cortisol response related to the break and thedad of testing. This sample was considered & pos
exposure condition.

Around a month later, we entered the school to agter subsequent knowledge tests and a few
inventories, including the RCI. Students were néitrimed in advance. The testing period lasted 90
minutes (i.e., two 45-minute school lessons). Wevieed recommendations of Brom et al. (2012) for
posttests administration, including dividing thasd into 5-6 small groups, each with its own
administrator. Usually, only two groups were tdsteone room.
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3.4.2 Beer Group

Each participant was seated at a separate compiiierthe introduction, participants filled in the
pre-questionnaire. Afterwards, they were introduicethe simulation by the experimenter. Then they
interacted with the tutorial part of the simulati@tig. 6).

Thefirst saliva samplevas collected after the tutorial interaction enddus sample represented
participants’ cortisol responses while filling imet pre-questionnaires and the start of their iaténf
with the tutorial. These cortisol data were consgdea pre-exposure condition and matched with the
first sample from other treatments. The slight tshdt compared to the other groups was caused by
the fact that the participants from the Beer grare up later.

After the sampling, participants interacted with timear part of the simulation. Then another sampl
was taken, related to the cortisol response otfirthar part interaction. This sample will be demses
1B because it was not matched with other treatmsatsples.

Then the participants interfaced with the errot pathe simulation and finally were assigned tasks
solve within the simulation (see Sec. 2.2). Theyenassigned several tasks (usually two or three) so
that they solved the tasks over a period of at [@asninutes.

Thesalivasample no. 2vas taken after the error part and shenple no. 3vas taken after solving the
tasks. Each of them was related to the cortisglaese to the learners’ interaction with the simatat
Note that technically these were the third andtfosamples, respectively, but we mark them as “2nd”
and “3rd”, because they will be matched with theagles with the same numbers from other
treatments. The sample no. 3 was considered astiafi the main treatment effect, because solving
the tasks was most interesting for the learners.

Finally, participants filled in two knowledge testsd the last saliva sampsample no. Awas
collected. This sample is related to the cortisgponse to filling in of the tests and it was coesed
a post-exposure condition.

A break was offered, but not insisted on, afterlithear, error and tasks parts.

During the introduction, the participants were insted to avoid caffeine products and smoking
during the whole experiment. About half an hourdbefevery collection, we instructed the
participants to avoid any food and drink exceptstit/carbonated water.

3.4.3 Aid* Groups

We were invited to conduct our experiment in twibedent first-aid courses on two different days. On
the first experimental day (D1), participants fothteo subgroups. On the second one (D2), they
formed three subgroups. Thus, in D1, the simulatias replayed twice; in D2, it was replayed three
times. Each participant was assigned to one subg/part from the simulation participants and
actors, around four ZDrSEM members and two membieosir research team (one responsible for the
actors and the other for participants) were presach day.

Before the actual car accident simulation, allipgrants listened to an introductory lecture giigna
member of the ZDrSEM team. During the lecture, tiveye also informed that they could participate
in our experiment if they so wished and were inficet] to our research staff. Actors were informed
about the experiment in advance.
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The actors prepared themselves for the simulatich that the participants did not know about them.
Participants were informed about the simulatiothatend of the lecture, but the actual depth of the
simulation came as surprise to them.

Thesaliva sample no. Was collected immediately after the lecture (fa participants) and after the
preparatory phase (for the actors), so that tlesepposure sample was related to cortisol respmonse
listening to the lecture (participants) or to pmépafor the simulation (actors). This sample vai
matched with the first sample from other treatments

Subgroups proceeded one after another to the dionldhe simulation started when the participants
spotted the car. One simulation session lastechdrdf minutes and the preparation of actors for the
consecutive simulation session lasted around 10tesn

After the simulation ended, the participants weaxlght back to the lecture room by ZDrSEM
organizers where they were administered the FS$hanBANAS by our experimenter. The
experimenter also collectsaliva sample no. Gote there is no sample no. 2 in the case of
participants). The sampling occurred about 10 neimafter the stressor ended, i.e., around 25 nsinute
after its onset. Because the time schedule was tighas not possible to wait longer, even thoGgh

40 minutes would have perhaps been better thani2fes.

Meanwhile, the actors prepared themselves fordheacutive simulation. In D$aliva sample no. 2
was collected after the first simulation asaliva sample no. &fter the second simulation. In D2,
saliva sample no. ®as collected after the second simulation sadtva sample no. after the third
simulation. Sampling always took place at the enth@ preparation phase, so that the difference
between the stressor onset (i.e., a simulatiot) stas maximum. Usually, this interval was 20-25
minutes. Sample no. 3 will be considered the mai as in the case of other treatments. In both D1
and D2, the FSS and the PANAS were filled in aftersecond simulation.

A subgroup of participants waiting for the simubatior having just completed saliva sampling was
engaged by ZDrSEM organizers in supplementary n@ssful activities.

At the end, participants were debriefed. Actorsktoff their make-up, took a short break and were
then engaged in the debriefing. Eventuadlymple no. 4vas collected from both actors and
participants. This sample will be considered a4eagiosure sample.

About half an hour before every sample collectlmsth participants and actors were reminded to
avoid eating and drinking anything except stilllearated water for the next half an hour.

In general, sample collection occurred earliehim Aid* groups than in the Beer or EU* groups.

3.5 Data Analysis

All analyses were conducted in statistical progRa®.0.0 (R Core Team, 2013). Cortisol samples
were checked for outliers. We discarded all vahigher than 80 ng/ml (with the exception of thetfir
sample, where we discarded values higher than @00l because cortisol levels decline during the
day and such high values may have been causeabg bbntaminations. We transformed cortisol
values using natural logarithm because the primahyes were not normally distributed. After the
transformation, we tested normality using Shapirtk\ést (Shapiro & Wilk, 1965) and the results
suggested that the data were normally distribuféd (.00;p = 0.461). In the all following sections,
we will use only log-transformed values.

Page 31



Correlations were expressed by Pearson correlatiefficient. Effect sizes for correlation were
classified according to Cohen (1988) into sma# 0.1), mediumn(= 0.3) and larger(= 0.5).
Differences between two treatments were testedjugia-sample t-test, or using t-test with Welch
correction in case of unequal variance (Welch, 199ifferences between three or more treatments
were tested using one-way ANOVA followed pgst hocanalysis using Tukey HSD test, which
correctsp values for multiple comparisons (Miller, 1981).3ection 4.2 we used Tukey-Kramer
method for post hoc testing differences betweeatrments (due to unequal sample sizes, see Jaccard
et al., 1984). Differences between genders whkmgpother variables into account were tested using
two-way ANOVA. Prior to one-way or two-way ANOVA alysis, we tested homogeneity of variance
using Levene test (Levene, 1960). All measuredpgdiad equal variance.

Effect sizes for t-tests, Tukey HSD test and TuKegmer method were expressed by Cohenigth
classification into small (Cohents= 0.2), medium (Cohen®= 0.5) and large (Cohents= 0.8).
Effect sizes for one-way ANOVA were expressedbytial 5* (Fritz et al., 2012) with classification
into small ¢* = 0.01), mediumy¢ = 0.06) and large;f = 0.14).

Because we were interested in cortisol level dffiees between the pre-exposure sample (nr. 1) and
the main treatment sample (nr. 3), and also betweemain treatment sample (nr. 3) and the post-
exposure sample (nr. 4), we used the followingaldes in the cortisol data analysis. Variabtd
denoted the difference between sample nr. 3 anglsam 1 while variabld—3 denoted the

difference between sample nr. 4 and sample nift& ¢he individual samples’ log transformation).

To express general cortisol trend during the dayused als¢3—1)—(4—3)variable, which is the
difference betweeB-1and4—-3variables. This variable is similar, though notigglent, to the

variable often called “the area under the curvé waspect to increase,” when distances between the
1and ¥, and between thé“3and 4' samples are defined as unitary (Pruessner &0813).

4. Results

4.1 Do Learners’ Self-reported Affective State and Learning Effects Differ
Between Treatments?

As can be seen in Table 3, one-way ANOVA reveaiguificant differences between treatments for
Flow, PANAS+ and Like question. Differences betwa&eatments approached significance for
PANAS-. No difference was found concerning Testedor EU* treatment$! Results from post hoc
comparisons using Tukey HSD test are summariz8aloles 4 — 6. In addition, for Like question, the
post hoc test found significant differences betwienEU-class and the EU-comp treatmepts (
0.05;d = 0.59). As concerns Flow and PANAS+, a generdepais that participants in all treatments,
except for EU-no-comp, scored significantly higheFlow and PANAS+ than EU-class participants.
In addition, Aid-actors participants scored sigrafitly higher in Flow than EU-comp participantsgd an
Beer and Aid* participants scored significantly tég in Flow than EU-no-comp participants. No
differences were revealed for PANAS-.

* Here, we report the learning outcome results torlyarticipants that underwent cortisol samplivje point
out that learning outcomes were actually investigain a larger sample (see Sec. 3.2.1) and th&ethe
variables of interest were not related to immediedening outcomes, but rather to learning achievgm
measured a month after the treatment. These resillltse reported in detail elsewhere.
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--- Insert Table 3 around here ---

Table 3Means and SDs for the investigated affective emand the Test score variable for every
treatment, and alde value with the correspondinmvalue of between-treatment comparison (one-way
ANOVA).

EU-comp EU-no-comp EU-class Beer Aid-partic  Aid-actors
Mean SD  Mean SD  Mean SD  Mean SD Mean SD Mean SD F p
Flow 50.97 6.14 47.00 8.85 45.57 7.85 55.38 6.67 53.04 7.53 5858 7.39 10.35 <0.001
PANAS+ 30.20 6.44 28.50 8.52 24.57 6.39 32,97 576 33.92 6.30 34.08 8.74 9.42 <0.001
PANAS- 17.24 5.40 18.13 6.51 17.86 6.44 14.59 2.33 19.25 4.93 14.25 496 2.21 0.056
Like 526 1.00 5.12 0.86 463 119 - - - - - - 4.39 0.015
Test Score 0.63 0.12 0.56 0.10 0.55 0.16 - - - - - - 2.10 0.130

--- Insert Table 4 around here ---

Table 4: Results of post hoc comparisons for Flow (TukeypHSst).

Flow EU-comp EU-class EU-no-comp Beer Aid-partic Aid-actors
EU-comp -

EU-class -0.75* -

EU-no-comp -0.54 0.18 -

Beer 0.70 1.29*** 1.03** -

Aid-partic 0.31 0.96*** 0.73* -0.32 -

Aid-actors  1.18* 1.68*** 1 .37%** 0.46 0.74 -

Note: Each cell contains effect size of the differenegveen conditions. Minus sign in before the
effect size indicates that the treatment in themol is larger than the treatment in the row.

*p<.05 **p<.01 **p<.001

--- Insert Table 5 around here ---
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Table 5Results of post hoc comparisons for PANAS+ (TuK&P test).

PANAS+ EU-comp EU-class EU-no-comp Beer Aid-partic Aid-actors

EU-comp -
EU-class -0.88**
EU-no-comp -0.23
Beer 0.44

Aid-partic 0.58
Aid-actors  0.55

0.55

1.34%*x*
1.47***
1.39***

0.59 -
0.72. 0.16 -
0.65 0.16 0.02 -

Note: Each cell contains effect size of the differeneeMeen conditions. Minus sign in before the

effect size indicates that the treatment in themol is larger than the treatment in the row.

p<.1 *p<.01 **p<.001

--- Insert Table 6 around here ---

Table 6 Results of post hoc comparisons for PANASukey HSD test).

PANAS- EU-comp EU-class EU-no-comp Beer Aid-partic Aid-actors

EU-comp -
EU-class 0.10
EU-no-comp 0.15
Beer -0.56
Aid-partic 0.39
Aid-actors -0.56

0.04
-0.57
0.23
-0.58

-0.66 -
0.19 1.13 -
-0.64 -0.09 -1.01 -

Note Each cell contains effect size of the differebeveen conditions. Minus sign before the effect

size indicates that the treatment in the columariger than the treatment in the row. Note the
differences are not significant despite large éfé&res due to correction for multiple testing (gpg=

0.12 for the difference between the Beer and Aidip&reatments).

Exploratory correlation analysis (Tab. 7) revegleditive significant correlations between Flow and
PANAS+ (medium to very large effect size) and negasignificant correlations between Flow and
PANAS- (medium to large effect size). Notewortthe tesults are similar to results of our different
experiment that used the Beer treatment {5;r (Flow, PANAS+) = 0.57r (Flow, PANAS-) = —
0.49) (Brom et al., 2014; see also Footnat®)( Moreover, Like question strongly correlateshwit
Flow and PANAS+ for EU* treatments. Except for FI®ANAS- does not correlate substantially
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with any other variable. We remark that PANAS-aigely orthogonal to PANAS+ (Watson et al.,
1988), therefore, it is not surprising we foundyosiinall correlation between PANAS— and PANAS+.

Concerning EU* treatments, we found small to medpasitive link between Test score and Flow,
and between Test score and PANAS+. A similar matathip, both for Flow and PANAS+, was also
found in the second experiment using the Beerrtreat mentioned above (Brom et al., 2014).

There were no gender differences in affective \demand Test score with the exception of RCl.comp
where males scored significantly higher than fes4(89) = 4.86;p < 0.001;d = 0.98). This subscale
measures enjoyment of competition, thus this reésuiot very surprising and it is also consisteithw
past results (Houston et al., 2005).

To conclude, the data indicated that there weredet-treatment differences in learners’ self-
reported positive affective state (and flow staietiveen about half of the treatments. The result is
more complex than predicted on Fig. 2, but the Edsctreatment elicited the lowest “engagement”,
as predicted, both in terms of Flow and PANAS+.

--- Insert Table 7 around here ---

Table 7 Correlation matrices of affective variables andtTszore.

All EU*
Flow PANAS+ PANAS- Like Testsc. Flow PANAS+ PANAS- Like Test sc.
Flow - -
PANAS+  0.66*** 0.68***
PANAS-  -0.43%** -0.22** -0.41*** -0.19* -
Like 0.51*** (0.52*** -0.09 - 0.51*** (0.52*** -0.09 -
Test score 0.29* 0.32** 0.10 0.17 - 0.29* 0.32** 0.10 0.17 -
Beer Aid-actors Aid-partic

Flow PANAS+ PANAS- Flow

PANAS+ PANAS- Flow

PANAS+ PANAS-

Flow - - -
PANAS+ 0.43 - 0.07 - 0.63***
PANAS- -0.43. -0.09 - -0.07 -0.28 - -0.63*** -0.38. -

Note Like and Test score variables relate only toEh# treatments.

p<.1 p<.05 *p<.01 **p<.001
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4.2 Does the Cortisol Response Differ Between Treatments?

At first, we tested if cortisol levels differ betere genders. Two-way ANOVA (gender x sample)
revealed no differences between males and fenfa{és§36) = 0.45p > 0.1;;7p2= 0.00)), nor the
interaction with sample~(3, 636) = 1.73p > 0.1;;1p2= 0.01). However, when we tested for gender
differences irB—1and4—3variables directly, we found that there is sigr@fitly higher decrease in
cortisol in males compared to females, as meadw&d1variable {(154) = —-2.42p < 0.05;d =

0.39), and significantly lower decrease in cortisanales compared to females, as measureddy
variable {(159) = 2.65p < 0.01;d = 0.42). This indicates that gender may play aenatihg role.
Therefore, this and the following section will fiexamine data when both genders are combined and
afterwards inspect the issue of gender differences.

Changes in cortisol levels, with males and femeatesbined, can be seen on Figure 7. One-way
ANOVA found marginally significant between-treatmelifferences irB—1variable £(5, 150) =
2.14;p< 0.1;;7p2= 0.07) (see Fig. 8). The Tukey-Kramer post hotste=vealed significant
differences between Beer and EU-compp:(0.01;d = 0.93), Aid-actors and EU-comp € 0.05;d =
0.88), and Aid-partic and Beer treatmenqts(0.05;d = 0.86).

Because of our Goal 2, we aimed at investigatiffgrdinces between treatments featuring a higher
level of ST/uncontrollability and the Beer treatrhesith the lowest level of these elements. Therfor
we also run directly t-test (with Welch approxinoatifor unequal variances) between EU* and Beer,
and between Aid-partic and Beer treatments. Thdteewere strongly significant for the former
comparisont(31.09) = 3.27p < 0.01;d = 0.58) as well as for the latter comparist§84.12) = 2.86p

< 0.01;d = 0.86), which indicates that there is a differeimceortisol response between treatments
with high and low levels of ST/uncontrollability The differences can be inspected visually on &ig.
on which also the lo8—-1values for the second group with relatively loweks of
ST/uncontrollability, Aid-actors, are apparent. Gidlered together, these outcomes tend to agree with
our prediction schematized on Fig. 2 that high &Tdmtrollability treatments would elicit higher
cortisol values.

One-way ANOVA found significant between-treatmeifitedences ind—3variable E(5, 157) = 4.25;

p< 0.0l;an: 0.12). Post hoc comparison showed significariedihces between EU-class and EU-
comp < 0.05;d =0.72), EU-comp and Begy € 0.01;d =1.01), and EU-comp and Aid-actors
treatmentsg < 0.01;d = 1.08). Similarly as in the case ®#1variable, we also used t-test with Welch
approximation, which found significant differencetlveen EU* and Beer treatment26.14) = —
2.46;p < 0.05;d = 0.47). In general, it seems that the cortisetletended to increase during the
period of filling in of tests/debriefing for paripants engaged in one of the following three treaits:
Beer, Aid-actors and partly EU-class. These amrnents, except for the EU-class, in which thelleve
of ST/uncontrollability was relatively low and dng which cortisol levels, as measured3syl

variable, tended to decrease the most, creatinglaaye cortisol function (see Fig. 7).

" The t-test results seem to be “stronger” than éiselts of the Tukey-Kramer post hoc test in thatThkey-
Kramer test revealed significant differences neitletween EU-no-comp and Beer, nor between EU-clads
Beer, while the t-tests returned quite Ipwalues. However, we stress that, contrary to thieey-Kramer post
hoc test, the t-tests are uncorrected for mulipl@parisons, so these results should be treatédcaittion.
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--- Insert Figure 7 around here ---
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Fig. 7 Cortisol levels for each sampling and treatmeatHboxplot shows the 1st and 3rd quartile
(the upper and the lower “hinge”), the bold linesw median. The thick red line connects means. The
upper whiskers show values 1.5*IQR from the uppegd and the lower whisker 1.5*IQR from the
lower hinge. More extreme values are shown spetlfi@as dots.

--- Insert Figure 8 around here ---
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Fig. 8 Cortisol3—1variable for each treatment. Each mean valuepgtézl with a larger symbol and
lines denote standard errors of the mean.

As concerns interactions between gender and treatthese were not significant.

For confirmatory purposes, we also correlated solrtlifference$8—1 and4—-3 with time when
participants woken up. These correlations weresigniicant for both cases.

4.3 Does the Cortisol Response Relate to Affective Variables?

Because of Goals 2 — 4, we inspected correlatiehsden3—1 variable and Flow, PANAS+,

PANAS—, SIAS, RCl.comp, RCI.cont, Like variable ahekt score. We also inspected correlations
between these variables afd3 variable. Correlations for Flow, PANAS+ and PANA®ere

computed for the EU*, Beer and Aid* treatments safay, correlations for the remaining variables
were computed only for the EU* treatments. We sthrtith both genders combined. These results are
summarized in Table 8.

SIAS and PANAS- significantly correlated wisk1 and4—3variables. Both RCI variables,
enjoyment of competition and contentiousness, @selated witl3—1 and4—3variables (although
RCl.comp only marginally), but in the opposite difen than SIAS/PANAS-. Thus, the general
pattern seems to be that for participants with éigtocial interaction anxiety and higher negative
affective state (PANAS-), the cortisol levels tethdie increase during the treatment exposure and
tended to decrease during the period of fillingfitests; while this pattern is reversed for pgrtats
who liked competition. The existence of this pattean be also explored by correlating the variables
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in question with(3-1)—(4—3)variable, which describes cortisol trends for wlial participants
across the whole experiment. The results, alsam 8, indeed support the existence of this pattern
The existence of this pattern would be even moppaued if SIAS and PANAS- are positively
related whereas RCI variables and SIAS/PANAS- ttemare negatively related. We indeed found
large negative correlations between RCI.cont add3$ ¢ = —0.50;p < 0.001) and between
RCl.comp and SIASr(= —-0.50;p < 0.001), and moderate negative correlations bEtviRCl.cont and
PANAS- { =-0.22;p < 0.05), and positive between SIAS and PANAG= 0.38;p < 0.001).
RCl.comp and PANAS- do not correlatd § 0.1;p > 0.1). In addition to revealing the mentioned
pattern, this also indicates that participants yngcompetition tendedot to be social-interaction
anxious whereas participants with higher sociaiattion anxiety tended to report higher negative
affect. These are meaningful outcomes.

--- Insert Table 8 around here ---

Table 8 Correlations of affective variables with corti@sll, 4-3and(3—-1)—(4—3)variables.

Variable  3-1 4-3 (3-1)-(4-3) Treatment
SIAS 0.31***(109) -0.29**(113) 0.34***(109) EU*
RCl.comp -0.18.(93) 0.19.(97) -0.19.(93) EU*
RCl.cont  -0.28**(93) 0.33***(97) -0.34***(93) EU*
Like 0.04 (109) -0.04 (113) 0.05 (109) EU*
Flow -0.11(108) 0.03(112)  -0.09 (108) EU*
PANAS+ 0.05(108)  -0.11(112) 0.09 (108) EU*
PANAS-  0.30**(108) -0.24*(112) 0.30**(108) EU*
Test score -0.05 (66) -0.12 (69) 0.02 (66) EU*
Flow 0.10 (16) 0.16 (15) 0.03 (15) Beer
PANAS+ -0.15(16)  0.40(15) -0.31 (15) Beer
PANAS-  0.02(16) 0.20 (15) -0.18 (15) Beer
Flow 0.00 (31) 0.03 (34) 0.01 (30) Aid*
PANAS+  0.02(29) -0.20(33) 0.14 (29) Aid*
PANAS-  0.12(29) -0.08 (33) 0.15 (29) Aid*

Note Numbers in brackets denote the number of pagitgpwith valid data used for calculations
(especially some cortisol samples contained scshlva volume that they had to be dismissed from
the analysis and one class did not filled in on@Wedge test, which means Test score could not be
calculated).

p<.1 p<.05 *p<.01 **p<.001
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As concerns between-gender differences, we compmatedlations for each gender separately, but
only for EU* treatments because other treatmendsehamall sample size. There were noticeable
between-gender differences concerning cortisoletations with SIAS, PANAS- and, to a lesser
extent, with Flow and RCl.comp. These differenaesraported in Table 9. Correlations were notable
only for males. Thus, the pattern mentioned inpiteious paragraph seems to be caused by males
rather than females, as also illustrated on Fig09;To conclude: The higher the negative affective
state of males, the lower the Flow. At the same tithe higher the negative affective state of males
the higher the relative cortisol level in the maandition (sample nr. 3) and lower the relativetisot
level in the post-exposure condition (sample nrN&te, however, that this part of the study is
exploratory and the results should be interpretigd @aution. Especially, we do not put much stock
into the findings related to RCl.comp, becauséhalrespective correlations are weak and may be
easily caused by chance.

We also explored correlations separately for treatsiEU-comp, EU-no-comp and EU-class, but due
to the small sample sizes in EU-comp and EU-no-caegults were not robust and correlations could
easily change direction due to the presence oieositTherefore, we included this supplementary
analysis into Appendix D.

--- Insert Table 9 around here ---

Table 9 Correlations of affective variables with the ceotirelated variables according to gender
(across all EU* treatments).

31 4-3 (3-1)-(4-3)
Variable males females males females males females
SIAS 0.40**(62) 0.14 (47) -0.34**(63) -0.21 (49) 0.43***(62)  0.19 (47)
Flow -0.24.(62) 0.09 (46) 0.23.(63) -0.21 (48) -0.28*(62) 0.17 (46)
PANAS-  0.52***(62) 0.11 (46) -0.50***(63) -0.06 (48) 0.59***(62)  0.09 (46)
RCl.comp -0.23 (54) 0.08 (39) 0.12 (55) 0.13 (41) -0.20 (54) -0.00 (39)

Note Only affective variables for which the betweemder differences were notable are depicted.
Numbers in brackets denote the number of partitgpaith valid data used for calculations (one
participant did not fill in gender).

p<.1 p<.05 *p<.01 **p<.001
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--- Insert Figure 9 around here ---
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Fig. 9 Between-gender differences3nlvariable. “H” denotes the high PANAS— group whilé
denotes the low PANAS— group (according to medjalit}s

Page 41



--- Insert Figure 10 around here ---
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Fig. 10Between-gender differences4r3variable. “H” denotes the high PANAS- group wiilé
denotes the low PANAS- group (according to medlit}s

5. Discussion

The primary purpose of this study was to exploeelik between learners’ positive—negative
affective states, their flow states, salivary cmtievels and immediate learning gains. Its seapnd
purpose was to bring the technique of salivaryisarsampling to the field of digital game-based
learning (DGBL). Despite the innate appeal of theaithat higher engagement leads to better
knowledge acquisition, this link had only rarelyeheexplored directly in the past; especially in
connection with salivary cortisol levels.

Our primary purpose also included investigatiotheftension between three different hypotheses
predicting different flow-cortisol relationshipshik aspect of the study is also new. To this er&d, w
intentionally used four treatments that tendedetidre inherent social-evaluative threats and some
aspects of uncontrollability, which are known taddo higher cortisol responses (Dickerson &
Kemeny, 2004), and two treatments in which theatufes were absent or reduced. At the same time,
we predicted that these treatments would elicfed#nt levels of flow, as shown on Fig. 2.
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5.1 Goal 1: Do the Positive-Negative Affective and Flow States Relate to
Each Other and to Learning Gains?

We demonstrated that our treatments generatedatitféevels of flow and positive/negative affect
among learners; a fact that can be consideredcaessftl manipulation check (Tab. 3-6). Generally,
the following relationship among the groups waseobsd:

Flow: Aid-actors> {Beer, Aid-partic}> EU-comp> {EU-no-comp, EU-class}
PANAS+: {Beer, Aid* } > {EU-comp, EU-no-comp} EU-class
PANAS-—: {Aid-partic, EU*} > {Aid-actors, Beer}®

The ordering is consistent across all the threesores, with only one exception. Generally, both*Aid
groups and the Beer treatment yielded higher flod/@ositive affect and lower negative affect,
compared to EU* treatments. Among the EU* treatmgtiie EU-class treatment, which was based on
a “traditional” discussion-based model, scoredvibest. The EU-no-comp treatment scored slightly
worse than the EU-comp treatment, possibly duenmred economic layer of the game. The
exception to this pattern is that the highest rnegatffect was found in the Aid-partic group.

However, this is not surprising, given the “bloodjtuation participants in the car accident simatat
faced (see Sec. 2.3). In fact, we see an integedigsociation of the two Aid* groups: both have th
same PANAS+ but different PANAS—- (Tab. 3).

The relationship among these three variables vg&ascainfirmed in a correlation analysis (Tab. 75 it
especially noteworthy that participants in flowded to report higher PANAS+ and lower PANAS—
than those who were not in flow. It thus seems fibat can be instigated when participants
experience high positive affect and low negatieaf This pattern is very similar to the patteratt

we observed on a larger sample undergoing two tiamgof the Beer treatment in a different research
project (Brom et al., 2014; see also Footnote (&Y also to results reported in the field of pesit
psychology (e.g., Smolej-Fritz and Avsec, 2007; &kg, 2009). Given the set of feelings PANAS+ is
composed of (such as active, attentive, determjnidyelationship between PANAS+ and flow is not
that surprising. Nevertheless, this relationshilp$iéo justify the tentative concept of engaged
concentration (introduced in Sec. 1; cf. Bakeret2810). While generalized positive affect armil

are clearly different constructs, they probablyrefeacommon denominator. It would be useful to pin
this denominator down in future because it is ppbphighly relevant for learning. Appendix D shows
that this result generalizes across two differeadlian, a computer-based and non-computer-based
(Tab. 11 - 13). It thus seems that this finding $@®e robustness. Moreover, Flow and PANAS+ are
highly correlated to the Like variable. Negligilderrelation between PANAS+ and PANAS- is not
surprising, given that these scales are suppodeel tothogonal (Watson et al., 1988). The minor
caveat to this view is the lack of a relationshgween Flow and PANAS+/— variables for the Aid-
actors group (Tab. 7). However, this is most likedyised by the Aid-Actors group’s small sime=(

12) and approaching the maximum value for the Rlanable in this group, which is 74 (after the
FSS T-norm transformation). Removing a single eutith the lowest Flow value (39) increases the
Flow x PANAS+ correlation to = 0.34 while the Flow x PANAS— decreasds —0.25 in this group.

'8 Note that a higher number for PANAS— means a higbgativeaffect.
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The existence of a direct link between immediaéerieng outcome, as measured by the Test score
variable, and a positive affective state/flow wagported, but the relationship is only modest (Tab.
7). Appendix D again shows that this result terodsdld when the instruction is delivered eitheraia
computer-based or a non-computer based interve(ian 11 — 13). Notably, a similarly modest
relationship was found in our second experiment tie Beer treatment (Brom et al., 2014). In the
field of multimedia learning, small to modest po&tcorrelations between positive affect, as
measured by PANAS+, and learning outcomes weredftmyrPlass et al. (2014) and Um et al. (2012)
and almost no relationship was found between pesitffective variables, different from PANAS+,
and learning outcomes by Plass et al. (2013). Aasbcorrelation between learning gains and flow,
as judged by independent observers, was reportgréig et al., 2004), and strong correlations
between flow, measured by an adapted FSS, andrigasatcomes were found by van der Meij
(2013). In the flow research, Vollimeyer and Rherghi@006) reported modest relationship between
motivation/flow and learning achievements. In th@E). field, Ritterfeld et al. (2010) reported small,
mostly non-significant positive correlations betwemined interest and knowledge gain variables;
van Dijk (2010) reported mainly strong correlatididween learners’ motivation and their learning
outcomes in the guided discovery condition featyargame, but no correlation in the worked
example (i.e., control) condition featuring PowerPslides; and Giannakos (2013), using median-
split technique, reported that learners’ enjoynveszs moderately related to their performatcét the
same time, we observed no relationship between PRN#nd immediate learning outcome in the
present study. In general, it seems that the ilgtapiositive affect and high flow are related tghtar
knowledge gain has some support in the data, leutlteged link may be weaker than some DGBL
proponents may intuitively assume. More researcieéled to elucidate this topic. In particular, it
would be useful to investigate how treatments’ ahtaristics, such as various kinds of extraneotis bu
engaging details, influence this relationship ktayer, 2009; Moreno, 2005; Um et al., 2012; Pldss e
al., 2014) and how specific emotions and their dyisachanges during learning contribute to learning
gains (cf. D’'Mello et al., 2012; D’'Mello et al., 28; Craig et al., 2004).

Finally, there were no notable gender differenoesffiective variables, indicating that females and
males can be equally engaged by game-based intiemenf they are specifically tailored to
educational purposes.

5.2 Goal 2: Is Salivary Cortisol a Physiological Correlate of Flow?

One of our goals was to investigate the tensiowéat the three hypotheses predicting different
relationships between flow state and cortisol levidle Inverted-U, Perceived-fit and Treatment-
specificity-and-personal-characteristics (TSPC)dtlgpses.

We found only a small, marginally significant negatrelationship between cortisol levels and flow,
and only for males (Tab. 9): the higher the flolwe higher the cortisalecreaseThis is exactly the
opposite of what Keller et al. (2011) found in thexp. 2 on a male-only sample: participants plgyin
a single-player game, Tetris, under a conditiorpsgpd to yield a higher flow, compared to two other
low-flow conditions, had higher cortisol levels jiasted for baseline). Thus, our data failed to supp
the Perceived-fit hypothesis put forward by Ke#éal.

Our data does not support Peifer’s (2012) Invetdddspothesis either. Figure 11 illustrates the
postulated relationship and our findings. Exceptlie EU-no-comp group, the outcome actually

Y The audience of these studies ranged from 10 wéaldds to college students.
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accords with the prediction depicted on Fig. 2uFég 12 and 13 give a full scatter plot for males a
females, respectively.

--- Insert Fig. 11 about here ---
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Fig. 11 Means for the Flow 8—1variable for the six groups. Lines denote stanearars of the
mean. The hypothetical “inverted-U” relationshimiso depicted.

--- Insert Fig. 12 about here ---
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--- Insert Fig. 13 about here ---
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The results above, and the fact that they do hatdil with the previous findings, actually do sawpp
the TSPC hypothesis: each treatment will genetsit@wn specific cortisol—flow relationship,
depending on the treatment’'s and participants’adtaristics. Notably, this hypothesis is further
supported by the following findings of the pressiuidy:

a) moderate correlation between the SIAS arif4—3variables for males rather than females
(Tab. 9); the higher the social-interaction anxidy higher the cortisol value for the main
condition, compared to the pre-exposure and pgstsxe condition (across EU*
treatments);

b) small to moderate correlations between the RCl.andB-14—3variables no matter the
gender (Tab. 8); the higher the contentiousness @ne subscale of the Revised
Competitiveness Index), the lower the cortisol edior the main condition, compared to the
pre-exposure and post-exposure condition (acroggiedtments);

¢) high correlation between the PANAS- ahel/4—-3 variables for males (Tab. 9); the higher
the negative affect during the treatment interagtibe higher the cortisol value for the main
condition, compared to the pre-exposure and pgstsxe condition (across all treatments);

d) differences irB—1variable between the Beer treatment, which doe$eature a social
evaluative-threat and is highly controllable, aimel EU*/Aid-partic treatments, which feature
social evaluative-threats and are less controljatate however that these differences are at
the edge of significance (Sec. 4.2).

While each individual finding above may not be cetfipg enough, all of them together argue in
favor of the TSPC hypothesis. Cortisol values afleénced by gender, in combination with some of
the learners’ personal characteristics (in our:ca@gal-interaction anxiety and contentiousness) a
treatment characteristics (social-evaluative threattrollability), rather than by the learnerswil
levels.

Several points deserve commenting. First, our shadya higher ecological validity than Peifer
(2012), Peifer et al. (2014) and Keller et al. (B0however, this comes at the cost of higher noise
(see also Sec. 5.5). It is thus possible that umaee controlled conditions, more nuanced patterns
may emerge. It is also possible that for treatmshi#sing some specific characteristics, or for a
specific group of people (recall that we intentibnased heterogeneous sample), one of the
remaining two hypotheses could be still valid. @odings should thus be interpreted only as a
warning that predictions of these hypotheses shoolide over-generalized. In addition, Peifer's
research methods differ from ours in that her tneaits could be more stressful than ours and/or
generate higher cortisol values. Unfortunately,ramv cortisol values are not directly comparable to
hers because we conducted the experiment in theimgorather than in the afternoon. Finally, Keller
et al. (2011) used a different measure of flow,clfalso complicates direct comparison of their
findings to ours; though the primary message woulikely change were the same flow
guestionnaires used. Interestingly, Peifer used 8t as we did, but in one of her experiments éPeif
et al., 2014), she found the inverted-U relatiopginly between the raw post-exposure cortisol \alue
and one of the FSS’ subscales, “absorption”, whasists of 4 out of 10 questions. We run a
supplementary analysis and found the inverted-&tioel in our data neither between the absorption
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subscale and th#&-1variable nor between the absorption subscalelendaiv values of sample no. 3,
our main condition sample.

Second, cortisol sample no. 3 was taken earli#rarAid-partic group than in the Beer group.
Because cortisol levels naturally decrease duriagiing hours, the lowe3—1values for the Beer
treatment compared to the Aid-partic group couldehiaeen caused by the later timing of the sample
collection. However, the Beer treatment particisambke up later than the Aid-partic participants,
and the difference still remains marginally sigrafit when the earlier Beer sample (no. 2) is
considered; i.e., when the B&erl variable is compared to the Aid-parBielvariable {(32.04) =
1.92;p=.063;d = 0.57; t-test with Welch approximation).

Finally, our findings indicate that special attentshould be paid to team-based learning actiyities
including educational games, with low controllayiland where the learners’ performance could be
negatively judged by others: especially in casmale learners. Moreover, team-based learning
activities with competitive aspects, suchEagope 2045may lead to higher physiological stress for
learners who do not like competition. These learmesy also tend be, in general, more social-
interactive anxious (Sec. 4.3).

5.3 Goal 3: How Does a Learner’s Positive-Negative Affective State
Relate to Cortisol Levels?

We have already mentioned a high positive corafabetween the PANAS— aBdY/4-3variables

for males (Tab. 9). This is in line with our preithn from Sec. 1.2, but past results were less
unequivocal than ours (Abercrombie et al., 2005BNtoett et al., 2005; see also our Appendix D,
Tab. 14) and some were the opposite (Het et al22®However, not all experimental protocols are
directly comparable. For instance, we used theuagbn “mark to what extent did you experience the
following feelingsduring the last discussighwhereas Het et al. (2012) used instructioow;” i.e.,

after participants finished the Trier Social Str€est™® It is therefore possible that we measured affect
during the event while Het et al. (201&fer the event. Het et al. (2012) indeed pointed ocait th
cortisol may positively correlate with PANAS— dugia stressful event, such as TSST, but negatively
after it (pp. 29-30).

At the same time, there does not seem to be ageaeéationship between the PANAS+ ahll/4-3
variables (Tab. 8). This agrees with the resultsloBurnett et al. (2005). In fact, as concernslithie
between PANAS+ and cortisol, our results agree with the “no-relationship” prediction put
forward on Fig. 1. The situation is similar to ttese of flow—cortisol link, described in Sec. 5.2.

To conclude, more research is needed to clarifyafaionship between both the PANAS’ dimensions
and cortisol levels, considering different measuwentimes and the moderating effects of different
treatment types and especially of ST treatments.

5.4 Goal 4: Are Cortisol Levels Related to Learning Outcomes and
Testing/Debriefing Conditions?

Although associations between individual learningcomes and cortisol levels have been previously
described (e.g., Kuhimann & Wolf, 2006; Flegr &taitova, 2010), our data investigating the EU*

'8 Email correspondence from "1 dune 2014.
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groups failed to demonstrate such a relationship.rot yet fully understood what aspects of segio
games contribute most to learning (Tobias et 8112 p. 194), which makes it difficult to put our
results into context with existing data. More reshanto the differences between standard teaching
methods and the DGBL is definitely needed to siumlyisol-modulating effects on learning outcomes.

The post-exposure cortisol sampling was relatdilittg in of tests in the EU* and Beer groups,

while it was related to participating in a debmgfiin the Aid* groups. The cortisol values for fast-
exposure condition adjusted to the main conditi@nenhigher in the Beer group compared to the EU-
comp group (Sec. 4.2, Fig. 7); indicating thatpleeod of filling in of tests could indeed incredke
physiological stress in the former group. Also iiatreatments, cortisol levels remained
approximately steady in the post-exposure conditien relatively high during and after the
debriefing. However, the results were mixed whenttitee EU* treatments were considered, with a
significant difference between the EU-comp and Ea$< groups (Sec. 4.2, Fig. 7). The possible
effect of filling in of questionnaires on cortidelels, measured by tie-3variable, was surely
confounded by relatively high cortisol values fioe tmain condition in the EU* treatments compared
to the Beer treatment and possibly somewhat lowsisol values for the main condition in the EU-
class treatment compared to the other two EU*rneats. Thus, our data partially support the
findings of Minkley & Kirchner (2012), stating théilling in of tests can increase salivary cortisol
levels compared to a baseline. However, a starmitdesearch design that evaluates the pre-testing
phase with regard to actual testing would be neéaddaw any broader and more robust conclusion.

Notably, in the EU* treatments, cortisol levelsmales with the low negative affect (PANAS-) during
the intervention increased the most in the postedpe condition (Fig. 9, 10). One of the possible
interpretations of this finding is that the data@eot confounded by relatively high values of the
previous sample in this subgroup of participants.

5.5 Goal 5: Is Salivary Cortisol Sampling a Useful Research Tool in the
DGBL Field?

To the best of our knowledge, this study is thet finat has used salivary cortisol sampling ongela
scale in the context of DGBL research. Includirgilat run, we analyzed around 900 cortisol samples
(~750 samples in the main study). The methodolbgigestion is whether we consider this technique
usable in other DGBL studies or not, given the £associated with sample analysis. If a DGBL study
were conducted in a carefully controlled laboratemyironment, it would have the same pros and
cons as any other study using cortisol samplingsTtve will now focus on DGBL studies with a
higher ecological validity; conducted in a fieldtgey or modeling a school day in a laboratory. We
now list the main limitations of cortisol sampliigthis context:

1. The experiment usually has to be conducted duhiagrorning; however, cortisol levels are
high in the morning and decrease gradually dutiegday. This pattern tends to disguise
possible cortisol increases caused by exposurasti@ssor (cf. Dickerson & Kemeny, 2004).
This issue materialized in our study, as we sawobast increases in cortisol levels in the
main conditions. Instead, we mainly found margiathaller and larger decreases. However,
the magnitude of these decreases can still be aeah@tween groups, providing significant
group differences.

2. Cortisol cannot be measured too often, as thatavdiskupt the course of activities. Salivary
cortisol sampling is generally considered as naasive; however, some of our high school
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participants actually found chewing a cotton radigiisting. Therefore, it is hard to imagine
that they would have agreed to repeated measursrffenexample eight or more samples
during the experiment) without being negativeljuehced by it. Depending on the
magnitude of a stressor, cortisol varies quicklgraime with a peak at around 20-40 minutes
after the onset of a stressor (Dickerson & Kem@094). Thus, the actual sampling
procedure, which only took around 60 seconds, shoot have affected our experimental
data; especially with the between-sampling diffeemnlonger than 40 minutes for the EU*
treatments, which employed high-school participgsee Fig. 5). Similarly, because of inter-
individual differences in cortisol levels, it woube useful to obtain cortisol samples from
different days, which would enable generating pagotint-specific baselines. In reality, it
would not be easy to collect these extra samptes fiigh-school participants.

3. The nutritional state of participants at the begigrof the experiment is hard to standardize.
With high school participants, forbidding produatish caffeine or glucose (even for a short
period) and sometimes nicotine may negatively ihfasair attitude towards the experiment.
For instance, several our participants were unhagmn coffee was temporarily forbidden.
In a similar vein, it is hard to obtain some infation (from high school participants) needed
for a proper analysis; such as the timing of worsenénstrual cycles or if they use
contraceptives.

4. Even if the research team follows a schedule adgaly as possible, some discrepancies are
unavoidable. Given the diurnal rhythm of cortiselease in healthy subjects, it is particularly
troubling when samples to be compared are colleattéifferent times during the day. Thus,
study protocols with multiple sampling points haweonsider the circadian pattern of
salivary cortisol secretion. Especially in the mogj variations in sampling should be
avoided.

Consequently, a higher noise in the cortisol datalie expected in a relatively ecologically valid
DGBL study, compared to a lab study conducted énattternoon. This necessitates a larger sample.
Note, for instance, that even with a sample ofsize and with random assignment, the means of the
pre-exposure cortisol levels were somewhat diffiebetween our groups (cf. EU-class and EU-no-
comp; Fig. 7).

However, even though additional patterns may emiergiee data if the study is conducted in a more
controlled manner, our results bring several sigaift findings, have internal consistency and, to a
large extent, agree with what is already known abfmiimpact of various interventions on cortisol
levels in males and females.

Considering all these points together, in our apinthe cortisol assessment can be used in thextont
of DGBL research. However, if the study is conddatethe field, a large samples size would be
desirable and cortisol data should be ideally stpddoy other biomarkers that are known to vary
with psychological arousal; for example, IgA andApha Amylase (Tsujita & Marimoto, 1999;
Rohleder et al., 2006; Kang, 2010). MeasurementiseopAutonomic nervous system can also add
valuable insights into psycho-physiological reatsito stress (Sharpley et al., 2000; Donzella.get al
2000; see also Analli et al., 2010)
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5.6 General Limitations

First, as already discussed in Sec. 5.2., our studgt directly comparable to the studies of Reife
(2012), Peifer et al. (2014) and Keller et al. (B0However, this argument does not discredit the
significance of our main finding on the cortisobl relationship. Second, the EU-class groups had
different dynamics than the EU-comp/EU-no-comp gybecause the EU-class intervention (Sec.
2.1.2) featured two longer discussion sessiongradttan four shorter sessions. However, we argue
that the setting with two discussions (for the Haks treatment) is more ecologically valid than the
setting with four discussions (for this particuli@@atment): our pilots showed that the latter
arrangement did not work well and that teachersladvonlikely choose it in a real school
environment. Third, EU-class groups could havethade than eight participants, which means that
one or two couples would have been assigned the pamject and thus the whole class could have
learned more about this (these) particular praggcfThis does not hold for policy proposals, bseau
two students having the same project could be medidifferent proposals.) This limitation has no
practical impact on this study: (a) this issue arasly twice (see Appendix C); (b) between-group
comparison as concerns learning gains is out opragent scope. Fourth, our sample would have
ideally been larger to enable us to also invesigattisol correlations within different treatment
groups (cf. Appendix D). Still, the sample was &asnough to draw the main conclusions concerning
the relationship between the cortisol levels, femvd both the PANAS dimensions, as well as to
elucidate gender differences. Fifth, it would befukto have more data on Aid* participants andBee
participants (such as their RCl.cont score), butweee not able to administer more questionnaires in
these groups due to time constraints. Finally,reutesearch should also consider pinning down the
concept of engaged concentration and also focusirgher specific emotions, because it is possible
that more nuanced patterns would emerge as conitermelationship between learning gains and
specific affective states, such as confusion (d¥1ddlo et al., 2013; Craig et al., 2004).

6. Conclusions

This study investigated the relationship betweenpibsitive—negative affective state of learners
interacting with a serious game, their flow, imnadilearning gains and physiological arousal,
measured by levels of the hormone cortisol. It vedriwith the tentative concept of engaged
concentration (also called state engagement), giomally linked to flow and positive affect. It was
mainly exploratory, because it was one of the fitatlies investigating such a relationship diredtly
our knowledge, it was the first one probing appilaraof salivary cortisol sampling on a larger scal
in the context of DGBL research.

The study provided several key results. Firstdigated that there is a high positive relationship
between flow and positive affect and a moderatagh negative relationship between flow and
negative affect. Second, its findings failed tosup two hypotheses concerning the flow—cortisol
relationship, but they supported the idea that ¢é@aiment would generate its own specific cortisol
flow relationship, depending on the treatment’s adners’ characteristics (notably gender, social
interaction anxiety, attitude towards competitiowl ghe presence of social-evaluative threat in the
treatment and the degree to which it is controdldiy the learner). Third, it indicated that tearsdzh
learning interventions with competitive elementd arhigher social-evaluative
threat/uncontrollability elicit higher physiologicstress in male learners with a higher social-
interaction anxiety and in learners, no mattergéeder, with lower contentiousness score. Fourth, i
directly demonstrated a link between affectiveestbtw and immediate learning outcomes, but this
link was only modest, which seems to agree witateg findings reported in the literature but which
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may come as a surprise to some DGBL proponentsldition, it failed to demonstrate a relationship
between immediate learning gains and changes tisablevels.

In general, this study provides new results for DG&searchers and for those interested in flow and
the link between learning and affect. Because ef#hationship between positive affect and flow, it
makes a step towards justification of the concépihgaged concentration. It also demonstrates that
cortisol measurements are promising tool in the D@E&d, but it is not without pitfalls and should
be always supplemented with other research methods.
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Appendix A - Treatments’ Description

A.1 EU-comp Treatment Detailed

This section extends Sec. 2.1.1.

In the diplomatic layer dEurope 2045each player has his/her own project, which issiom of how
the EU should look in the future and it is formaligfined by: a) a set of policies that should beipu
place, b) a set that should be suspended, andat)ta which the project is indifferent (e.g., theeen
Europe project supports environmental protectiahiagestment into alternative energy resources,
while the Conservative Europe project strives &sprve traditional values). From the gaming
perspective, projects present roles the studentplegy. Because some projects agree or disagree upo
the same subset of policies, each player can fiedmmate to support his/her intended particular
policy change. Thus, the game features both caltdive and competitive aspects at the same time.
The final appearance of Europe at the end of eaofegession is thus the result of intense
negotiations and voting in a given player groupthis study, the game offered eight different
projects; one for each student. Every project hadttty four policies associated with it. The follmg
points are crucial because other EU* treatmenterdifi those:

1. General framing: In the first two “tutorial” roundbe players were familiarized with the
game’s mechanisms and rules and with controllisgster interface. They were informed they
would compete against each other in order to wimthey were also informed that they
would also need to collaborate to win (in this gtushly the diplomatic layer’s outcome could
influence the game ranking of the players).

2. Project selection and role-playing: The players thaele minutes for reading brief, textual
descriptions of eight projects. They then state@tlwthree projects they would most like to
play and were assigned the projects based onghrefgrences (one project can be played by
one player only; therefore, the players had tocséheee possible projects in order to avoid
conflict). At that point, each player was also gged a member state to play (each project was
always coupled with the same state) and givengalifalge and a small flag stand so as to
better identify with his/her state.

3. Project introduction: Each player was given thecdption of his/her project and its policies.
The players then hagkactlyeight minutes for reading their project descriptibhey each
then had exactly one minute for presenting theggitg main visions to their fellow players
(an hourglass was used for timing and the studsamsit; thus the timing of presentations was
indeed very precise).

In each of the subsequent four rounds (the 3rdddth), the following happened.

4. Players were able to briefly control their staies (play the economic layer).

5. Policy selection: Four players proposed a drafafpolicy change. The players chose the
draft.

6. Policy presentation: Each of these four playersenattly eight minutes to read expository
texts about his/her proposed policy. Meanwhiledther four players could engage in one of
the following two activities, or a combination dieim. First, they could control their state.
Second, they could read materials about policissaated with their own projects or about
policies proposed by the other four players. Affiter eight minutes had passed, the discussion
started. Students moved away from the computerpaasdnted their drafts for policy
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changes. During presentations, students sat imschesually organized in a round or square
formation. Each student proposing a policy charagbdxactly 1.5 minute to introduce the
policy and present its benefits. At the beginnih&ound 3, an assistant from the
experimental team demonstrated what should bedsaidg these 1.5 minutes (he used an
unrelated example). Opponents or other proponeniisl then react/ask questions during a
discussion moderated by the teacher (approx. 2:8tes).

7. Negotiation: After the four presentations, the riggimn for or against support of the
proposed policy changes started (5 minutes). Taehts encouraged students to stand up,
make small clusters, secretly negotiate outsidbetlassroom, etc. Small groups of students
often informally engaged in “collaboration agreets&nwhich usually lasted more than one
round and under which the students mutually supdagtich others’ proposals.

8. Voting: The students voted on each draft presefitied.results were presented at the
beginning of the next round; including the currgaine ranking of the players.

We operationalized “learning effectiveness” by neahthe amount of knowledge about a) the
player’'s own project; b) all other projects; c)ipi@s each player presented himself/herself; artied)
process of negotiations on policy changes. Thgsestpf knowledge could be acquired, respectively:

a) from reading expository texts about one’s owgjqut;

b) from reading expository texts about other prigjeincluding associated policies, and by observing
the behavior of players playing the respectivequig and listening to them;

c) from reading expository texts about the poli@ssociated with the player's own project;
d) by participating in presenting drafts for polidyanges and in subsequent negotiations.

We would like to add two remarks. First, if thedear was asked a question about any policy, he said
that the answer could be found in the textual netebut did not answer the question directly. This
was not what a real teacher would do, but in thpgeement, we wanted to measure knowledge
acquired by students themselves from reading thegitory texts and presenting the drafts of policy
changes. We were not interested in knowledge a&djlly means of the teacher’s occasional answers
(the questions and the number thereof were hgpdettict and therefore the answers were impossible
to standardize/control; however, the texts wereaghithe same) or brief contextualizing lectures tha
a teacher might have given in a real class. Seince every project had four policies associated
with it in this study and each student presentpdlimy draft exactly twice, the student had to cteo
exactly two out of four policies of his/her ownérevill.

A.2 EU-class Treatment Detailed

This section extends Sec. 2.1.2.

Looking at the list of types of knowledge that ¢enacquired througBurope 2045'sliplomatic layer
(see Sec. A.1), one realizes that these typesmflietige can be acquired also in a typical classroom
setting where a teacher engages students in retidirgpme expository texts and presenting and
discussing them as in the EU-comp treatment. leratlords, the constrained versionEafrope 2045
the EU-comp treatment, can be considered as aigamigrsion of a project day at a school that
capitalizes on the frontal teaching model augmehtedkading and discussions. The EU-class
treatment models such a project day in a contrédibdratory environment.
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The components of the EU-comp’s game learning mechavere replaced as follows:

1. General framing: The EU-class students were taitiwe were investigating a new
“discussion-based teaching model.” The word “gama$ carefully avoided. There was no
competition during the whole treatment.

2. Project selection and role-playing: Each EU-classrier was paired with an EU-comp (or
EU-no-comp) learner and was assigned the peerjeqir@.e., no choice). Moreover, the EU-
class learners did not represent their projectsstéhey did not receive flag badges/stands
and they were instructed “to study a project” rathan “to play a project role.”

3. Project introduction: Exactly as in the EU-compups, the EU-class learners were instructed
to read short project descriptions for three migut@wever, they were meant to select three
projects that were the most in line with their odeas/beliefs. They were then given eight
minutes to study a detailed textual descriptiothefr assigned project (the project description
was the same as in the EU-comp treatment) and angemwas provided to present the
project’s main visions to their peers.

4. Economic layer: it was absent.

5. Policy selection: Each EU-class learner was asdigngolicy to study and to present, based
on what his/her peer had chosen in the EU-comppgrou

6. Policy presentation: The EU-class learners had emfutes to study the assigned policy and
1.5 minutes to introduce the policy and preserttétsefits (as in the EU-comp group; using
the same textual materials). The tables and chairs arranged in rows as in a regular
classroom, not in a round/square formation. Afeerhepresentation, the teacher invited other
students (especially those who, earlier in the Hag, presented a project related to the policy
that had just been presented) to express theitaspirgarding whether the policy should be
put into force in the EU or not, when considerihg tontext of “their” project. They could
express positive as well as negative opinions akdjaestions. The discussion was moderated
by the teacher and it was stopped by him aften#irites. Before the first presentation
started, the teacher demonstrated what shouldithelgang the 1.5 minutes, using an
unrelated example (the same example as in the Byb-gooups).

7. Negotiation: It was replaced by a discussion saotethe following instruction from the
teacher: “Now, please think about how the politiesddency/view you read about today at the
beginning of the class (i.e., the project), istexlato the policies that have just been presented.
For instance, it can relate to them positively,tradly or negatively.” The teacher called upon
students to express their opinions about a fewcieslj at least, and encouraged them to
discuss them (note that students were sometimes) qui

8. Voting: It was absent in the EU-class treatment tiilme allotted to voting (and playing the
economic layer, Point 4) in the EU-comp groups fitkegl in by an unrelated short film about
an EU topic at the very end of the workshop (aro2@dninutes) and two short breaks in the
middle.

Finally, the introduction to the game was replaogdn unrelated 40-minute-long frontal lecture on
the EU using PowerPoint slides and by an unrel2@echinute-long, pen-and-paper “heat up” mini-
game on the topic of the EU and EU law.
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We add two remarks. First, recall that in the Elapdreatment, four students prepared themselves
for policy presentations, over a period of eightmés, while the other four read materials about
policies associated with their own projects or reederials about policies proposed by their peers
(but mostly played the economic layertafrope 204%h Our pilot study showed that this format did
not work well in the EU-class treatment. This wasduse not only could the other four players not
play the economic layer, but also they were notivated by the game behind the diplomatic layer and
therefore they did not read the respective matedatefully and they tended to become bored and
irritated (as they would in a regular class). Thenes we had to replace four rounds of the EU-comp
treatment with two “rounds” in the EU-class treaiinén both of these “rounds,” each participant
prepared him/herself for the presentations tha&tctly followed. For the EU-class treatment, thigptw
round setting was more ecologically valid thanfthe-round setting.

Second, note that knowledge we tested (see Sercduld be acquired neither from the game
introduction nor from the votinger se Thus, the EU-class treatment was not put ataddantage.
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Appendix B - Prior Knowledge Questionnaire for EU*

tre
Al

a.
b.

A2

A3.

oo oW

A4,

AS.

oo oW

A

(o]

oo oW

A7.

~

oo oW

atments

. | follow events on the international political scee:

not at all

once a week{select whatever options appl¥, online, radio, print media, other

SOUICES...vieieienaeeannnns

2-3 times per weefselect whatever options appliy, online, radio, print media, other

SOUICES...virieaenaeeannans

. daily (select whatever options applijy, online, radio, print media, other
SOUICES...vieieieineeinens

. Are you able to explain what the accession critegiare for a country wishing to join the
EU? (indicate your ability on a scale of 1 (not at)all5 (definitely yes))

On topics related to the European Union | considemyself to be:(select one answer)

Beginner. | know a little about it.

Slightly advanced. | have average knowledge.
Advanced. | know quite a bit.

| don’'t know anything. | am not interested in ttopic.

When | hear about political events in the EU, | caimagine what influences political
decisions. (indicate your ability on a scale of 1 (not at ally (definitely yes))

Subject — The Basics of Social Sciendgselect one answer)

This my favourite subject.

| find it generally interesting. | am often intered in the topics discussed.

| am not really interested. Most topics do notliest me.

It's my least favourite subject. | literally havenagative relationship to the subject.

. Who is the current president of the European Commision? (select one answer)

Herman Van Rompuy

Catherine Margaret Ashton

Vladimir Spidla

José Manuel Duré@o Barroso

How many member-states does the EU currently havg2elect one answer)
12

15

27

28
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A8. When did the Czech Republic join the EU%select one answer)

1998
2001
2003
2004

oo oW

A9. Stefan Fiile is the Czech European Commissioner fo(select one answer)

a. Employment, Social Affairs and Inclusion

b. Enlargement and European Neighbourhood Policy
c. Agriculture and Rural Development

d.Health and Consumer Policy
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Appendix C - Forming Subgroups for EU* treatment

--- Insert Table 10 around here ---

The assignment to condition was as follows. Thé&nggtnumber of participants in each subgroup was
eight. Table 10 shows how large the subgroups when a number of participants other than 16 or

24 arrived. Participants were matched based onpheitest score in the following way: in case4®f

or less participants, pairs and usually also adiegles were formed (see the table). Singles were
selected randomly. In cases of 20 or more partitfpdrios and usually also a few pairs or singles
were formed. Members of the pairs/trios were tresigmed to the subgroups randomly. Singles were
assigned according to the table. In case this raraksignment resulted in a situation in which the
boys/girls ratio in the subgroups differed and ddu# improved by a swap, the assignment of one or
two randomly chosen mixed-sex pairs/trios was swdpfometimes, one or two students had to leave
before the experiment’s end: in that case, theestinas assigned to the EU-class condition.

Table 10Arrangement of participants into groups for the*Etdatments.

The size of the group EU-comp or EU-no- EU-class EU-no-comp
comp

15 (2x) 8 7

16 (2x) 8 8

17 8 9

18 8 10

19 8 11

20 8 6 6

21 8 7 6

22 8 8 6

23 8 7 8

24 8 8 8

25 8 9 8

26 8 10 8

Note: Only the numbers denoted bgld actually occurred.
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Appendix D - Analysis per EU* Treatments

For completeness, we also computed correlationgeest affective variables in each EU* treatment
separately (Tables 11 — 13). In addition, corretatiof cortisol differences with affective variabieer
each EU* treatment are in Table 14.

While many correlations were relatively consisi@erioss treatments, especially among Flow,
PANAS+ and PANAS—, and also among cortisol varighB#AS and RCl.cont, several others were
not, such as among cortisol variables and PANA$thofigh it would be interesting to explore
differences between variants of Europe 2045, vesstthat these results should be considered as
exploratory and interpreted with utmost cautionc&ese the groups were relatively small (e.g., EU-
no-comp had 26 participants included in the ang)ysorrelation coefficients could be easily
influenced by outliers. For example, if we look=agure 14 showing relationship betwenl

variable and PANAS- for the EU-no-comp group, we see that slope of regression line changes as
we remove one outlier from the analysis (denoted byangle). In our opinion, these data can be
useful in guiding future research, but they shawdtibe interpreted as firm results.

--- Insert Table 11 around here ---

Table 11 Correlation matrix of affective variables and Tesbre for the EU-comp treatment.

EU-comp Flow PANAS+ PANAS- Like Test score
Flow -

PANAS+  0.67*** -

PANAS-  -0.50** -0.35*% -

Like 0.46** 0.31. -0.26 -

Test score 0.41* 0.32 -0.15 0.00 -
p<.l p<.05 *p<.01 **p<.001

--- Insert Table 12 around here ---

Table 12 Correlation matrix of affective variables and Tesbre for the EU-class treatment.

EU-class  Flow PANAS+ PANAS- Like Testscore
Flow -

PANAS+  0.62*** -

PANAS-  -0.38*%* -0.02 -

Like 0.45*** (.,55*%** -0.05 -

Test score 0.23 0.25 0.26 0.16 -
*p<.01l **p<.001
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--- Insert Table 13 around here ---

Table 13Correlation matrix of affective variables and Testre for the EU-no-comp treatment.

EU-no-comp Flow PANAS+ PANAS- Like Testscore

Flow -

PANAS+ 0.69*** -

PANAS- -0.41* -0.31 -

Like 0.57** 0.58** 0.10 -

Test score 0.06 0.40 0.10 0.33 -

*p<.05 *p<.01 **p<.001

--- Insert Table 14 around here ---

Table 14 Correlations of affective variables with tBel and4—3variables for the individual EU*
treatments.

EU-comp EU-class EU-no-comp
3-1 4-3 3-1 4-3 3-1 4-3
SIAS 0.27(34) -0.20(37) 0.35%(51) -0.40%*(52) 0.34.(24)  -0.34(24)

RCl.comp -0.55**(28) 0.38*(31) -0.06 (44) 0.11(45)  -0.21(21)  0.21(21)
RCl.cont -0.24(28) 0.39%(31) -0.25.(44) 0.30%(45)  -0.44*(21) 0.43*(21)
Like -0.04(34) 0.14(37) 0.10(51) 0.02(52)  -0.10(24) -0.10(24)
Flow -0.09(34) 0.19(37) -0.24.(50) 0.14(51)  -0.06(24)  0.03(24)
PANAS+ 0.15(34) -0.08(37) 0.12(50)  -0.00(51)  -0.27(24)  0.12(24)
PANAS-  0.11(34)  -0.20(37) 0.53***(50) -0.45***(51) 0.01(24)  0.24 (24)

Testscore -0.05(22) 0.13(24) -0.05(32) -0.17(33) -0.13(12)  -0.02(12)
p<.1 'p<.05 *p<.0l *p<.001

--- Insert Figure 14 around here ---

Page 71



JAN

@ 1"

@

(@]

n

(@)]
2 Y )
- °

- °
™ 04 | ] o o -
n { } - -
8 e 0 o o -
C —
e — - — ‘
e °
T . o
S-1- °
8 ()
5
O ‘

_2— Y

10 20 30 40
PANAS-

Fig. 14 Scatter plot showing relationship between the PSNAnd th&-1variable with regression
line before (dashed line) and after removal (slti€) of the outlier denoted as triangle (EU-no-gom
group).

Page 72



