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Flow, Social Interaction Anxiety and Salivary Cortisol Responses in Serious Games: a Quasi-Experimental Study

Abstract

Serious games are supposed to instigate engagement and, in turn, improve learning. High engagement is frequently connected with a positive affective state and a high flow state. However, the alleged link between a learner’s affective state, his/her flow state and learning outcomes has not been investigated in detail in the context of serious games. Even less information is available on how serious games may influence markers of physiological arousal. To fill this gap, participants of this exploratory study (N = 171) played one of six different serious game-based treatments, while we measured their affect, flow, cortisol secretion and learning achievement. The treatments were supposed to generate different levels of engagement and cortisol responses, because some of them were designed for a single user, while others were team-based, featuring so-called social-evaluative threat (ST) components. Our results revealed that flow was positively related to positive affect and negatively to negative affect. While flow and positive affect were related to learning gains, almost no relationship between either of these three variables and cortisol levels was found. Negative affect and cortisol were elevated in social-interaction anxious males in team-based conditions. This study contributes to the limited body of research on the relationship between engagement and learning in serious games. We provide new perspectives on the relationships between flow, positive/negative affect and cortisol. Our findings highlight the fact that team-based serious games with ST components may have adverse effects on learners, particularly males, with high social-interaction anxiety.

Highlights

• We studied the link between affect, flow, cortisol secretion and learning achievement.

• Learners participated in one of the six different serious game-based treatments.

• Flow was positively related to positive affect and negatively to negative affect.

• Flow/positive affect was related to achievement, but not to cortisol levels.

• Cortisol was elevated in social interaction anxious males in team-based conditions.
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1. Introduction

Digital game-based learning (DGBL) presents a new instructional technology with many alleged advantages in the context of a formal schooling system. Digital games for education, oftentimes called serious games, have been gradually coming into use by schools (Wastiau et al., 2009; Huizenga et al., 2013). The number of research studies investigating serious games’ usage, learning effects and the attitudes of different stakeholders towards games’ adoption in formal education is growing (e.g., Hays, 2005; Sitzmann, 2011; Tobias & Fletcher, 2011; Connolly et al., 2012; De Grove et al., 2012; Girard et al., 2013; Wouters et al., 2013).
One of the key alleged advantages of the DGBL approach is that games could motivate learners via play and this, in turn, could improve learning (Motivation → learning hypothesis). This idea has been articulated by many researchers (e.g., Garris et al., 2002; Hays, 2005; Wouters et al., 2013; see also Malone, 1981; Malone & Lepper, 1987; Habgood and Ainsworth, 2011). However, despite a large body of research on disentangling the link between emotions and cognition (e.g., Robinson et al., 2013; Eysenck and Keane, 2010, Ch. 15) and emotions and memory/learning (e.g., Anderson, 2009; Reisberg and Hertel, 2003; but see also Pekrun, 2005), the issue of more establishing a clear link between games’ motivational factors and students’ learning gains has not been sufficiently addressed in the DGBL context. First, as suggested in an older review of educational game studies (Hays, 2005; p. 47), games may be inherently more engaging than conventional instruction methods but that may not necessarily result in better learning outcomes. A game’s motivational factors, deemed to promote learning by increasing the learner’s interest and making him/her invest more energy into learning, may also serve as distractors and thereby reduce learning gains; i.e., a trade-off (cf. Mayer, 2009; Moreno, 2005; van Dijk, 2010; Um et al., 2012). Second, DGBL studies only rarely report correlations between affective and knowledge measures. The most recent meta-analysis, and probably also the most rigorous so-far (Wouters et al., 2013), indicated that games are slightly better for learning, when compared to traditional types of instruction, as well as slightly more motivating, but the latter finding was only marginally significant. In addition, the relation between the affective and cognitive dimensions was not elucidated. Only a handful of studies have directly investigated this relationship in the DGBL field (e.g., van Dijk, 2010; Ritterfeld et al., 2010; see also Habgood and Ainsworth, 2011) or in the field of multimedia learning (e.g., Um et al., 2012; der Meij, 2013; Plass et al., 2014). Finally, classical measures - mostly questionnaires with Likert-items, often self-constructed and administered after the intervention - were sometimes questioned due to low validity (e.g., Wang et al., 2008, p. 110; Wouters et al., 2013, p. 261).

Recent research has attempted to identify transient affective states experienced by learners during a learning task (e.g., Craig et al., 2004; Elliot and Pekrun, 2007; Hussain et al., 2011). These states often include anxiety, boredom, confusion, frustration, curiosity, delight and engaged concentration (Baker et al., 2010; Lester et al., 2013; D’Mello & Graesser, 2012). Engaged concentration, also called state engagement, has so far not been operationalized precisely, but it is tentatively linked to mild generalized positive affect and certain components of flow state; such as focused and intense attention. Affect has a complex structure, but generalized positive and negative affect emerge as “two dominant and relatively independent dimensions” (Watson et al., 1988, p. 1063). Flow state is often conceptualized as: a) highly focused concentration on the activity; b) coherence of the activity; c) balance between one’s skills and the activity’s demands; d) deep sense of control; e) distorted temporal experience; and f) a feeling that the activity is innately rewarding (Csikszentmihalyi, 1975; cf. Keller & al., 2011; Engeser & Rheinberg, 2008). Even though the concept of engaged concentration originated in the field of tutoring systems (see Baker et al., 2010), it is also highly

---

1 The second recent meta-analysis (Sitzmann, 2011) reported similar findings, as concerns the cognitive dimension, but noted that “the scarcity of [comparative] research ... precludes an empirical test of the effect of simulation games on post-training motivation, effort, and trainee reactions.” (p. 495). In studies with random sampling, the positive effect of games on learning gains significantly diminishes in (Wouters et al., 2013) but not in (Sitzmann, 2011). These two meta-analyses have minimal overlap in primary literature.

2 The relationship between positive affect and flow state, on the one hand, and engaged concentration, on the other hand, was pointed out to us by Sidney D’Mello [email correspondence from 9 March 2014].
relevant for the DGBL field, because it is arguably one of the most crucial affective states instigated by playing games. In this study, we will assess it indirectly by measuring generalized positive affect and flow. Notably, positive affect and flow are correlated when participants are engaged in interesting tasks (Rogatko, 2009; Brom et al., 2014). Both flow and positive (as well as negative) affect can be assessed by standardized research instruments, such as the Flow Short Scale (Rheinberg et al., 2003) and the Positive and Negative Affect Schedule (PANAS; Watson & al., 1988), respectively. Yet only few DGBL studies have investigated learning effects, flow and positive–negative affective states all at the same time.

Digital games frequently involve competitive or challenging tasks that strongly influence players’ engaged concentration. It is often assumed that this influence is generally positive; however, from a psycho-physiological perspective, these tasks may be inherently stressful for some players. Both physical and psychological stress can activate the hypothalamus-pituitary-adrenal (HPA) axis, resulting in triggered secretion of the glucocorticoid hormone cortisol (Wingfield & Sapolsky, 2003). Mediating cascading levels of physiological arousal, the primary function of cortisol is to help an organism adapt to its environment. Increases in cortisol have been linked to stressful experiences that require an individual to cope with internal or external demands (Chrousos, 2009). Because challenging tasks in games are supposed to increase players’ engaged concentration (i.e., positive affect and/or flow state) and certain challenging tasks are also connected to elevated cortisol (Dickerson & Kemeny, 2004), we can conjecture that engaged concentration may be connected to elevated cortisol too. Notably, it has also been suggested that cortisol levels vary with positive and negative outcomes on learning and memory (Roozendaal, 2002). Could cortisol play a role in linking engaged concentration and learning?

Over the past decades, analysis of salivary cortisol in response to a stressor has established itself as a state-of-the-art method in psycho-physiological research (Hellhammer et al., 2009). In humans, cortisol secretion follows a typical circadian pattern, with increasing levels in the early morning hours and a peak at the time of waking. Afternoon is perhaps the best time for conducting laboratory research that includes cortisol sampling (Dickerson & Kemeny 2004). Nevertheless, if confronted with a powerful stimulus (i.e., stressor), cortisol levels sampled during any part of the day can even rise above those of the circadian peak (Kudielka & al., 2009). Saliva sampling is non-invasive and can be carried out easily under natural conditions outside of a laboratory (Inder et al., 2012), including during game playing.

In general, past research on (non-educational) digital games has previously incorporated cortisol measurements. For instance, the cortisol-modulating effects of built-on music during video game playing have been described by Hébert et al. (2005). Violent content in video games has been controversially linked to subsequent increases in salivary cortisol (Hossini et al., 2011; Ivarsson et al., 2009, Oxford et al., 2010). Stressful video games can decrease reaction time in the accomplishment of attentional tasks in absence of a concomitant increase in salivary cortisol levels (Skosnik et al., 2000). However, to the best of our knowledge, salivary cortisol has not yet been measured in the DGBL context. As argued above, cortisol levels could be particularly interesting to complement information about the participants’ subjectively perceived affective state and flow when investigating the influence of the affective state/flow on learning gains. Thus, we designed a study with the following goals:

(1) To explore the link between affective state/flow of a learner, i.e., constructs related to engaged concentration, and his/her immediate learning gains in a DGBL intervention. The affective state is measured primarily by PANAS (Watson & al., 1988) and flow by Flow Short Scale (Rheinberg et al.,
2003), which are brief and therefore relatively non-invasive when administered in situ in the DGBL context. This part of the study is exploratory; we put forward no specific hypothesis.

(2) To elucidate several hypotheses on the link between flow state and cortisol levels. These hypotheses are introduced in Section 1.1.

(3) To explore the link between a learner’s positive–negative affective state, measured by PANAS, and cortisol levels. This part of the study is exploratory. This goal is detailed in Section 1.2.

(4) To explore the link between immediate learning gains and cortisol changes. This part of the study is also exploratory. This goal is detailed in Section 1.3.

(5) The methodological goal of this study is to evaluate salivary cortisol assessment in the field of DGBL and to discuss its methodological possibilities and limitations based on our experience gained during this study. This goal is described in detail in Section 1.4.

To accomplish these goals, we use intentionally five different educational interventions in this study. The first three are the multi-player computer game, *Europe 2045*, and two derivatives of this game. *Europe 2045* and its derivatives feature both collaborative and competitive aspects. The fourth is an interactive computer simulation in which learners learn how to brew beer. Purposefully, this simulation is single-“player” rather than multi-“player.” The fifth intervention is a short, experiential, non-computer simulation, embedded in a several-days-long, first aid training course. This simulation is team-based and collaborative. All of these interventions are expected to elevate the level of learners’ arousal, but differ substantially regarding their conceptual design (team vs. single, different type of participant interaction, different situation). To enable generalization across different delivery media, we purposefully use computer-based and non-computer-based interventions (cf. Clark, 2012; Ross and Morrison, 1989).

1.1 Goal 2: Cortisol Levels and Flow

We are aware of only four studies investigating relationship between flow and salivary cortisol responses (Keller et al., 2011, Exp. 2; Peifer, 2012; Peifer et al., 2014). Based on her results, Peifer (2012) put forward an Inverted-U hypothesis, positing that the relationship between flow and physiological arousal is reflected by an inverted-U relationship; that is, the flow is high for a medium physiological arousal (measured, for instance, by salivary cortisol levels) and low for both low as well as high arousal. A different, but also plausible, hypothesis was supported by the study of Keller et al. (2011; Exp. 2), and also by one of Peifer’s studies (2012); the Perceived-fit hypothesis. According to the classical conceptualization of flow (Csikszentmihalyi, 1975), the flow tends to be high when a participant’s skills required to accomplish a given task match the task’s demands. This condition is often called skills-demand-compatibility (but see also Engeser and Rheinberg, 2008; Løvoll and Vittersø, 2014). The Perceived-fit hypothesis posits that cortisol levels would be highest when participants are in the skills-demand-compatibility condition; in other words, when they perceive a fit between their skills and the task’s demands and thus are in flow. The cortisol levels would be low both when skills are higher than demands (a so-called boredom condition) as well as when the demands exceed skills (a so-called anxiety/stress condition). In both of these conditions, the flow is also expected to be low. Thus, both the Keller et al.’s study (Exp. 2) and one Peifer’s study indicated that high flow state is connected with elevated cortisol. As a consequence, Keller et al. (p. 852) also questioned, from the psycho-physiological perspective, beneficial effects of flow state when it is experienced over a prolonged period.
It is, however, also possible that the general relationship between experiencing flow and cortisol levels is rather minimal and the flow-cortisol relationship is heavily moderated by the type of intervention, personal characteristics, and interaction of both. We call this idea Treatment-specificity-and-personal-characteristics hypothesis (TSPC). For instance, specific tasks featuring social-evaluative threat (ST) components, for example the “Trier Social Stress Test”, that requires a person to give an impromptu speech to an evaluation panel, can significantly increase cortisol levels from pre- to after exposure (Kirschbaum et al., 1993; Schommer et al., 2004). A large meta-analysis of cortisol-based laboratory studies reported that tasks containing both ST and uncontrollability elements were associated with the largest cortisol increases (Dickerson & Kemeny, 2004). Multi-player game-based activities may feature these two characteristics when a learner has to speak to an audience comprised of his/her peer learners and/or has to participate in discussions with them while the speech/discussion have an impact on the game’s progress and/or can be judged by the player’s peers. We can thus expect that such DGBL activities will be associated with greater cortisol increases than single-player serious games/simulations whereas the intensity of flow will depend on different aspects of the interventions. In other words, we may be able to dissociate high flow state and elevated cortisol. The TSPC hypothesis does not predict that the relationship between flow and cortisol levels can never be observed, but it postulates that the existence of this relationship is largely dependent on the treatment type and participants’ characteristics.

Our Goal 2 is to elucidate the tension between the three hypotheses above by dissociating high flow and elevated cortisol.

In addition, gender is a potentially confounding factor for studying stress hormones in psychosocial research (Kudielka et al., 2004). Stress experience by means of cortisol release is related to gender differences; generally reporting amplified responses to acute stress in men compared to women (Kajantie & Phillips, 2006; Kudielka & Kirschbaum, 2005). However, it has been suggested that the observed effects of gender may be stressor-specific. In a study by Stroud et al. (2002), men exhibited higher cortisol levels after challenging cognitive tasks, while women responded significantly stronger to a challenge involving social rejection. Some studies failed to identify gender-related differences in stress responsiveness (Wang et al., 2007). Hence, it would be particularly interesting to find out whether a team-based game with ST components could be linked to differences in the hormonal responsiveness of men and women.

1.2 Goal 3: Cortisol Levels and PANAS

Regarding PANAS, increased levels of cortisol have been reported to alter the perception of a stimulus from objectively neutral to more arousing; however, it seems that these changes are not related to the self-reported negative affect state (Abercrombie et al., 2005). In at-risk adolescent males undergoing a psychological challenge task, cortisol showed no correlation with a positive affect and only partial correlations with a negative affect (McBurnett et al., 2005). Het et al. (2012) showed inverse relationship between cortisol and negative affect for participants undergoing the Trier Social Stress Test. Thus, our next goal is exploratory; we aim to investigate the relationship between both dimensions of PANAS and cortisol increases without putting forward any particular hypothesis regarding this relationship.

1.3 Goal 4: Cortisol Levels, Learning and Testing Conditions

In the context of learning, the release of glucocorticoids has been controversially linked to memory formation (Roozendaal, 2002). During a moderate increase, cortisol can improve memory
consolidation and retrieval with a stronger outcome for emotionally aroused individuals (Abercrombie et al., 2006). Furthermore, in a written exam situation, individual achievements (i.e., the number of correct answers) were linked to cortisol increases (Flegr & Priplatova, 2010). Interestingly, women using oral contraceptives seem to be less susceptible to cortisol-modulating effects on memory retrieval (Kuhlmann & Wolf, 2005).

There is also evidence that the very testing conditions in an experimental setting can modulate the effects of cortisol on memory (Kuhlmann & Wolf, 2006). An early study by Tennes & Kreye (1985) proposed the suitability of studying cortisol stress responses in children at school; reporting higher cortisol levels on days when students were taking a test as compared to regular school days. Testing conditions can be inherently stressful also for adolescent students. However, the severity of perceived stress, when measured by means of salivary cortisol, varies based on the kind of cognitive tasks demanded (Minkley & Kirchner, 2012). Knowledge reproduction tests were associated with the strongest responses in cortisol; the effect was however more pronounced in males than in females (Minkley & Kirchner, 2012).

Our Goal 4 is to explore the link between learning outcomes and cortisol increases; and between post-hoc testing and cortisol increases. Based on the findings mentioned above, we put forward no specific hypothesis regarding the former relationship, but we do hypothesize that cortisol levels would be elevated in measurements taken after the post-intervention testing (i.e., compared to previous measurements).

1.4 Goal 5: Methodological Issues of Cortisol-based Research

DGBL research raises many questions that can be addressed by various types of experiments (see, e.g., Mayer & Johnson, 2010 for an example of classification of DGBL research). It is known that integrating a serious game within the formal schooling system is difficult, and expectations gained in a laboratory may not materialize in the real world (e.g., Egenfeldt-Nielsen, 2005; Klopfer, 2008). Thus, a substantial portion of studies investigating actual usage of serious games, motivation of learners and learning gains have to be conducted in schools as field studies or in a laboratory, in which a regular school day is plausibly modeled (see Brom et al., 2012 for the rationale). However, cortisol research produces the most reliable data when conducted during the afternoon in a laboratory with carefully controlled timing of the assessment (Dickerson & Kemeny, 2004). Doing this is nearly impossible in real schools. Even if the school day is modeled in a laboratory, the experiment has to be conducted before or around noon. Moreover, cortisol cannot be measured very often nor at a precise time, since that would disrupt the course of activities. When conducting a field or semi-field study, it is hard or impossible to obtain some variables and standardize certain conditions. For instance, the phase of menstrual cycle can influence salivary cortisol responses (Kudielka & al., 2009) and it is common to ask female participants on the day of their menstrual cycle in a cortisol study; this is, however, problematic in case of a teenage girl in a (semi-)field experiment (first, there are ethical concerns; second, students would start to behave differently). Similarly, nicotine, caffeine or glucose intake can influence salivary cortisol responses (Kudielka & al., 2009) and it is nearly impossible to standardize participants’ nutritional state prior the experiment by instructing them, the previous day, to avoid certain food or drinks the morning before the experiment (in the case of a (semi-)field study, many participants would not comply or they would refuse to participate). Consequently, high noise in the cortisol data can be expected, and thus, it should be questioned whether salivary cortisol is a method applicable in the context of the DGBL research when conducted in the field or when the real-world context is modeled in a laboratory. Hence, our final goal is to report on these methodological issues so
that other DGBL researchers considering inclusion of cortisol measurement techniques in their research can benefit from our experience.

1.5 Structure of the Paper

The paper proceeds as follows. In Section 2, we first describe all five interventions used in this study. Then we will continue with the classical structure: Methods (Section 3) – Results (Section 4) – Discussion (Section 5).

2. Interventions Used

To accomplish our goals, we used five different interventions in this study. Crucially, these interventions differed in the amount of uncontrollability and social-evaluative threat aspects they featured. The first three were derivatives of a team-based serious game, *Europe 2045*, which was successfully integrated into the formal schooling environment at dozens of Czech high schools (Brom et al., 2010). All three treatments lasted about five hours and featured uncontrollability and ST components because learners were required to verbally present certain topics to their peers. The fourth intervention was an interactive computer simulation in which learners learned how to brew beer. This simulation had been developed solely for research purposes. The intervention lasted 2-3 hours and it was for a single “player.” Therefore it did not feature an ST component and it featured very little uncontrollability. The fifth intervention was a 15-minute-long, team-based, experiential, non-computer simulation of a car accident. The simulation was embedded in a several-day-long, first aid training course. The simulation had been used successfully over several years in various contexts in the Czech Republic. It featured some aspects of uncontrollability and ST, but less than *Europe 2045*.3

Note that while the duration of the treatments differs, we measured cortisol levels, in all treatments, of only certain parts of the treatments. These parts were of similar length: they lasted approximately 15 - 30 minutes each. This is also the precision achievable using salivary cortisol sampling.

2.1 Europe 2045

The game *Europe 2045* was developed for educational purposes in 2008. The game, as used in schools, is fully described in (Brom et al., 2010), where it is also showed that the game is motivating for the learners. Here, we describe only the three game derivatives used for this study. These derivatives were: 1) a full-fledged computer game (EU-comp groups); 2) a classical frontal teaching approach capitalizing on the teaching method used in *Europe 2045* (EU-class groups); and 3) a non-computer game very similar to *Europe 2045* (EU-no-comp groups). The ST and uncontrollability components were present in all the three treatments to the very similar extent.

The treatments descriptions are relatively detailed, because it is important to describe the content of activities for which we measured cortisol response, i.e., the stressors. However, to make the description more concise, several details were included in Appendix A.

---

3 Two of the present study’s authors (V. Š. and C. B.) are co-authors of *Europe 2045*. One of this paper’s authors (C. B.) is a co-author of the beer-brewing simulation. None of the authors of the present study were involved in organizing/developing these first aid training courses.
2.1.1 The EU-comp treatment

This condition featured *Europe 2045* serious game. *Europe 2045* combines the principles of two game genres: multi-player on-line videogames and social role-playing games. The latter is not only played on computers, but also in the classroom. Both games are interconnected.

*Europe 2045* is played in student teams, while the teacher assumes the role of coach/tutor. Each student represents a member state of the European Union. At the beginning, the game situation closely resembles the real state of affairs in Europe as of today. The game proceeds in rounds with each round representing one year.

In schools, one possible way how the game can be played is within a “project-day.” In this study, we modeled such a “project-day” in a controlled laboratory environment. The game was played for about five hours. For the study’s purpose, the game was “standardized” (and therefore constrained) as follows. Each time, the game was played by exactly eight players in six rounds. Previously instructed teachers, all members of the research team, participated in our standardized setting (see Sec. 3.4.1). A time schedule with to-the-minute precision was constructed and the teachers did their best to follow it as closely as possible.

Two of three layers of *Europe 2045*’s game play were played: the economic layer and the diplomatic layer. In the economic layer, each student defines the domestic policy of his/her state, such as tax levels and the level of environmental protection (Fig. 1).\(^4\)

In the diplomatic layer, which is most important for the purpose of this study, the player has an opportunity to present drafts for policy changes to the EU (for issues such as common immigration policy, stem-cell research or agricultural quotas). A teacher moderates discussions about these changes and these simulate negotiations at a wide array of EU institutions.

--- Insert Fig. 1 around here ---

\(^4\) The knowledge that can be acquired by this level was not tested by knowledge tests.
More specifically, each player represents a different project to try to push through at the European level. A project is connected with a number of policies that should be put in place/suspended (e.g., the Green Europe project supports environmental protection and investment into alternative energy resources). A player can always find a teammate to support his/her intended particular policy change. Thus, the game features both collaborative and competitive aspects at the same time.

In the first two “tutorial” rounds, the players were familiarized with the game and they could choose their project and familiarize with it by reading expository texts. Each project was described at about two A4 paper sheets and each of its policies at about 1-2 A4 paper sheets.

In each of the subsequent four rounds (the 3rd to the 6th), the following happened. Players were able to briefly control their states (i.e., play the economic layer). Afterwards exactly four players (randomly selected by a computer) proposed a draft for a policy change chosen of their free will. Each student presented a draft exactly twice during the game. After a period of eight minutes for preparing for the draft’s presentations, students introduced their drafts to their fellow players (4 x 1.5 minutes). Opponents or other proponents could then react/ask questions during a discussion moderated by the teacher (4 x 2-3 minutes). When all the four proposals were presented, the negotiation for or against support of the proposed policy changes started (5 minutes). The negotiation was not moderated by the
teacher. Finally, students voted on each draft presented. The results were presented at the beginning of the next round; including the current game ranking of the players.

Concerning learning new knowledge, we concentrated only on knowledge that can be acquired by means of the diplomatic layer. We thus operationalized “learning effectiveness” by means of the amount of knowledge about a) the player’s own project; b) all other projects; c) policies each player presented himself/herself; and d) the process of negotiations on policy changes.

Note that there is an inherent ST aspect in the presentations and discussions and these presentations can be consequently quite stressful for some students (as also confirmed by our qualitative data). Moreover, the condition is also uncontrollable by the presenting student to some extent. For instance, the student must have used up the whole 1.5 minutes and present the pros of the proposed draft policy change, despite whether he/she was personally against this particular change (this happened in about 20-50% of cases despite the fact that students could choose their own proposal).

Cortisol was measured when the game was most heated, i.e., after the 4th and the 5th round.

More detailed description of the treatment can be found in Appendix A.

2.1.2 The EU-class treatment

This condition modeled, in a laboratory, a “typical” project day on the topic of European Union, as it would be implemented within a school, without Europe 2045. We strove to design the project day so that the learning benefits were maximal for learners (i.e., “the best possible” replacement) and so that the learning experiences in the EU-class and EU-comp conditions were as similar as possible. All expository texts were the same as in the EU-comp groups.

Concerning main differences between the treatments, the introduction to the game was replaced by an unrelated 40-minutes-long frontal lecture on the EU using PowerPoint slides and by an unrelated 20-minute-long, pen-and-paper “heat up” mini-game on the topic of the EU and EU law. Afterwards, we carefully avoided the word “game” (and any competition). Each EU-class learner was paired with an EU-comp (or EU-no-comp) learner and was assigned the peer’s project. Thus the EU-class learners could not choose their projects. They were also instructed “to study a project” rather than “to play a project role.” As concerns policies, each EU-class learner was assigned a policy to study and to present based on what his/her peer had chosen in the EU-comp group (i.e., the possibility of choice was absent). The time for studying and introducing policies was the same as in the EU-comp groups. Similarly to the EU-comp groups, after each presentation, a brief discussion about the proposed policy started. Negotiation was replaced by a longer discussion about all presented policies together. There was no voting and as concerns its replacement, we added an unrelated short film about an EU topic at the very end of the workshop (around 20 minutes long). There was no economic layer.

There are two technical issues worth commenting. First, due to reasons detailed in Appendix A, we had to replace four rounds of the EU-comp treatment with two “rounds” in the EU-class treatment. In both of these “rounds,” each participant prepared him/herself for the presentations that directly followed. In other words, all students in the EU-class treatment presented their drafts for policy changes twice: once in each “round.”

Second, due to the process of assigning participants to subgroups (see Appendix C), there could have been 6-10 students in each EU-class group (and not exactly eight as in the EU-comp groups). Actually, the treatment’s format permitted this easily, since we could either omit a project (6, 7 students) or
assign a project twice while assigning other policies not presented in the EU-comp group (9, 10 students).

From the perspective of this study, it was important that the amount of ST remained more or less unchanged between the EU-comp and EU-class treatments. What we did change was the level of “engagement” (expected to be higher in game groups, see Fig. 2). The level of uncontrollability was also probably slightly higher, because the EU-class participants could not choose their project and policy proposals.

More detailed description of the treatment can be found in Appendix A.

--- Insert Fig. 2 around here ---

Fig. 2 Hypothesized differences between the six groups in terms of state engagement, operationalized as flow and positive affect, and arousal, measured by cortisol levels. The state engagement is predicted to be high in simulation/game-based intervention, no matter the delivery media. The arousal is predicted to be high in treatments with ST/uncontrollability components.
2.1.3 The EU-no-comp treatment

This condition featured *Europe 2045*’s diplomatic layer played without computers. The voting system was implemented in the classroom using a ballot box. It was impossible to replace so easily the game’s economic layer, thus it was absent in this condition.\(^5\)

The introduction, the assignment of projects, the discussions and the negotiations were organized as in the EU-comp groups. The schedule and content, including expository texts, were exactly the same as in the EU-comp treatment with the following exceptions: the players did not have the opportunity to play the economic layer. The roughly 15 minutes usually spent by the EU-comp players controlling their state were filled by an extra break and a longer voting process (the votes had to be counted manually in the EU-no-comp treatment). Due to the procedure of an assignment to groups (Appendix C), this treatment was for 6-8 players, each playing a different project.\(^6\)

Remarkably, the amount of ST and uncontrollability remained unchanged.

--- Insert Fig. 3 around here ---

\(^5\) The economic and diplomatic layers are interconnected, but this connection is relatively weak and can be undone.

\(^6\) We also remark that the EU-no-comp participants actually had slightly more time for studying the expository texts than the EU-comp and EU-class participants. This is because during the “8 minutes for reading”, the economic layer was absent. Thus, the four students not preparing themselves for presentation could either do nothing or study materials about policies associated with their own projects or about policies proposed by the other four players. They actually did the latter relatively often; being motivated by the game. This point is relevant in this study as far as possible motivational benefits of the removed economic layer are concerned but not regarding learning outcomes, which will be presented in full detail elsewhere.
Fig. 3  A) Voting interface in *Europe 2045*, i.e., in the EU-comp treatment. Nine ballots for nine drafts of policy changes are depicted. B) A teacher standing next to the ballot box announcing results in the EU-no-comp treatment. There are the most recent proposals written on the board behind him/her (top), as well as the player’s latest ranking (bottom). There are ballots for individual drafts of policy changes at the table around the ballot box.

### 2.2 Beer Brewing Interactive Simulation

While *Europe 2045* is played in a team, the beer brewing interactive simulation is intended for a single learner (referred to as the Beer treatment throughout). During the interaction with the simulation, the learner never presents anything to an audience; therefore, the interaction does not feature an ST component. Also the uncontrollability aspect is minimal. However, at the same time, the simulation is highly engaging; as is also demonstrated later in this paper. Therefore, it is a useful treatment for our experiment, since it is reasonable to speculate that it can increase engaged concentration, but not cortisol levels.

The simulation, including textual instructions, was developed by the research team solely for research purposes (not only for the purpose of the present study). The learning process is relatively long, about 2-3 hours, to enable at least partial comparison to the three *Europe 2045* treatments. The phenomenon being modeled – the process of beer brewing – is motivating enough for participants to stay with the simulation over the whole period (Brom et al., 2014). Because of the complexity of the process, the target audience was, in general, older than in the case of *Europe 2045*; i.e., they were college students.

The simulation is detailed in (Brom et al., 2014). For present purposes, we now provide its brief overview. The simulation was developed using the Netlogo toolkit (Wilensky, 1999). Its graphical interface (Figure 4) consists of the several elements, including: textual instructions, an animation panel showing the content of the fermentation vessel, a supplementary explanation panel relaying the meaning of graphical elements, panels with graphs and histograms showing the amount of ingredients in the product, an adjustable thermometer and buttons for controlling the processes. The application was designed to allow learners to proceed at their own pace. The whole simulation has four parts. These parts include a tutorial, a linear part, an error part and tasks.

1. The tutorial demonstrates how to control the simulation (approx. 10-20 minutes).
2. The linear part demonstrates in a linear fashion how to brew beer from beginning to end, when every step is done correctly (approx. 30-50 minutes).
3. The error part demonstrates the consequences of making errors or of not following the standard procedure as previously described (approx. 35-60 minutes).
4. In the final part, so-called tasks, the learner uses the simulation to brew his/her several beers of a specific type (approx. 10-20 minutes to complete one task).

The learner proceeds by reading instructions and conducting suggested steps (except for the final part). The learner has several means of controlling/influencing the simulation (such as adding ingredients, starting/stopping the process, adjusting temperature).
Several key ingredients are animated in the fermentation vessel, such as enzymes, starch or yeast. When things go wrong, bacteria and acetone can appear as well. The learner can monitor the amount of the ingredients through the graphs, histograms and numerical panels. The simulation provides feedback via an “assessment” button.

--- Insert Figure 4 around here ---

Fig. 4 The simulation screenshot. The main elements of the graphical interface are described.

To make the simulation more engaging, we included the following background story. It is explained to learners verbally by the experimenter: “Imagine you are from a family that owns a family brewery from Baroque times. After the Second World War, your grandpa was trained to become a brewmaster. In the fifties, the communists confiscated your family brewery, but it was returned to your family after the Velvet Revolution in the nineties. Afterwards, your grandpa ran the brewery for about 20 years, but he is now 85 years old and he is looking for his successor. You are one of the people he has chosen to take on this role. This doesn’t mean the brewery is yours: but it could be. However, your grandpa is a cautious man. He commissioned the development of a simulation modeling your family brewery. Now he will let his chosen ones interact with it the best they know how. Only then would he allow the very best candidate to be trained at the real brewery and possibly succeed him. Your grandpa will
speak to you, via textual instructions, for the duration of the simulation. Everything written in the instructions is what your grandpa would say.” (see Table 1)

As a consequence, on-screen instructions are given in a conversational style rather than a formal style; it is the grandpa who is speaking to the learner. The instructions have, in total, 6,750 words.

--- Insert Table 1 around here ---

Table 1 Examples of two instructions. Note every instruction has two parts: a process instruction, explaining the process, and a corresponding tutorial instruction, explaining what to do next. Some words were highlighted using capital letters (in the original).

<table>
<thead>
<tr>
<th>Process instruction</th>
<th>Instruction #6</th>
<th>Instruction #7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent! Because the brewing tank holds 1000 liters of water, you had to add 150 kg of malt (10 x 15 kg) to it in order to brew 10-degree beer.</td>
<td>Now you heat the product to 75 DEGREES Centigrade. This is the temperature at which enzymes BEST CONVERT starches into sugars. There are also more complex methods of brewing that allow for better tasting beer, but I don’t use them when making beer.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tutorial instruction</th>
<th>Instruction #6</th>
<th>Instruction #7</th>
</tr>
</thead>
</table>
| Look into the brewing tank. Starches are shown inside (blue) along with enzymes (pink) and bacteria (blue and white). For now the brewing tank contains no sugar. Click „>>“ and you will find out what happens next. | Set the right temperature. Then look at the „Infusion“ button. The button can be clicked on or off: in doing so you either start or stop the infusion process. Now try to use the button several times to either start or stop the simulation. Also notice that the TIME INDICATOR, below the image panel, shows the time that has elapsed SINCE THE PHASE BEGAN. Let the infusion run for 5 to 10 minutes and then stop the simulation and click „>>“.

2.3 Car Accident Experiential Simulation

The last treatment complemented the previous four. It was a multi-“player” treatment, yet the amount of uncontrollability and social-evaluative threat was somewhat lower than in the Europe 2045 treatments, at least for one type of the last treatment’s participants, as detailed below.
A team of physicians and paramedics, called ZDrSEM, organizes first aid courses from 1996. The courses usually last more than one day and their key characteristic is that they include multiple experiential simulations for the participants. The major simulation is often a simulation of a car accident. The simulation happens in the morning; i.e., in the time comparable to the time of the other four treatments.

The course is usually visited by 10-20 different learners. The car accident simulation is for about five learners; thus, it is replayed several times during the morning. One simulation lasts about 15 minutes and involves five or six external actors. The setting involves a car full of passengers hitting a pedestrian or a cyclist. Minor to fatal injuries are simulated, including both minor scratches and disorientation as well as open fractures, arterial bleeding, inner injuries, cardiac arrest and comas. The state of some “wounded” persons progresses spontaneously during the simulation.

Each simulation starts when organizers bring a group of (about five) participants to the area near the simulated accident, after the crash has just happened. The participants’ goals are to orient themselves in the situation, prioritize, provide the necessary first aid, e.g., by limiting arterial bleeding or by cardiopulmonary resuscitation, and call an ambulance. The simulation ends with the ambulance’s arrival. Generally, from the perspective of learners, the situation is quite messy, complicated and challenging. However, the actors have the course of events, to a large extent, under their control. Participants must cooperate intensely to manage the situation.

Before the simulation starts, the actors put on their make-up while the learners receive a lecture or take part in a discussion. The same actors act in each simulation during a particular day; there is only a few-minutes-long break between consecutive simulations. After the last simulation ends, about an hour-long debriefing starts. Apart from contextualization of the situation by a lecturer, the learners have to express their opinion regarding what they did correctly and what went wrong. The actors contribute by describing the situation from their perspective. The debriefing generally has (intentionally) a positive tone. It usually ends about four hours after the morning lecture started.

Because the experiential simulation is highly immersive and demanding, both for the learners as well as the actors, a high state engagement can be expected in both groups (denoted as Aid-actors and Aid-partic). However, while the evolution of the experiential simulation is only partially controllable by the participants, it is highly controllable by the actors. In general, the simulation experience is also more stressful for the participants than the actors. Social-evaluative threat is not imminent during the simulation, but it could be, to some extent, present during the debriefing for the participants (but less so for the actors). Thus, some cortisol level differences between the participants and actors can be expected.

We point out here that the simulation’s target audience is adults; both the actors and the participants are usually 20-40 years old. Saliva was collected in the field during a real course, not in a laboratory like in the previous four treatments.

---

7 http://www.zdrsem.cz. The group stems from the Vocational School Lipnice (VSL), a civic organization promoting experiential pedagogy in the Czech Republic for more than two decades now (http://www.psl.cz/). The VSL is member of the Outward Bound organization (http://www.outwardbound.net/).
3. Method

3.1 Experimental Design

The study used between-subject design with six different groups and five different treatments. The treatments were as follows: three derivatives of the multi-player Europe 2045 educational game described in Sec. 2.1 (EU-comp, EU-class, EU-no-comp; or EU* all together); the single-“player” educational simulation on the topic of beer brewing described in Sec. 2.2 (Beer); and the multi-“player” car accident experiential simulation described in Sec. 2.3 embedded in a first aid course, which featured two groups: actors (Aid-actors) and participants (Aid-partic; or Aid* both together).

The study compared, between the six groups, pre-post and post-delayed differences in cortisol levels and the positive/negative affective states and flow state of the learners measured either during the intervention or right after it. These were the study’s main dependent variables. The study also investigated relationships between these variables and, for the three EU* treatments, the following auxiliary variables: overall learning effects, enjoyment of competition, contentiousness, social interaction anxiety and subjectively assessed likability of the whole treatment.

The EU* treatments lasted, including the introduction and questionnaire administration, around 7 hours. Several tests and inventories were also administered to these participants a month after the intervention. The EU* treatments were investigated in a laboratory, in which a school project day was modeled according to (Brom et al., 2012). The Beer treatment lasted, including the introduction and questionnaire administration, around 4 hours. This treatment was also investigated in a laboratory setting. The Aid* treatments were investigated in the field and the whole data collection lasted around 4 hours.

All treatments started in the morning and ended around noon or in the early afternoon, with respect to cortisol circadian periodicity. Details of the timing are described in Sec. 3.4.

3.2 Participants

3.2.1 EU* Groups

Our aim was to have a relatively heterogeneous sample of adolescent and young adult participants (to recruit people with different personal characteristics; primarily social interaction anxiety and enjoyment of competition). For the EU* treatments, we recruited seven groups of 15 to 26 participants (127 in total). Two groups were formed from college participants (mainly students of computer science or psychology), who participated for a course credit or 400 CZK (around 20 USD) (Mean age = 22.19; SD = 2.21). Four groups were formed from older high school students (Mean age = 16.37; SD = 0.64). One group was formed from younger high school students (Mean age = 13.25; SD = 0.58). On an experimental day, the whole group arrived at once. Each high school group consisted of one class and arrived with the class’ regular teacher. In the high school groups, participants knew each other well. In one college group, most participants also knew each other, because they all studied computer science at the same faculty (though in a different year of study). In the remaining college group, most participants did not know each other in advance.

--- Insert Table 2 around here ---
Table 2 Breakdown of participants.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Background of participants</th>
<th>Nr. of subgroups</th>
<th>Nr. of participants included (recruited)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-comp</td>
<td>College</td>
<td>2</td>
<td>males: 10 (10)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 6 (6)</td>
</tr>
<tr>
<td></td>
<td>Lower high school</td>
<td>1</td>
<td>males: 5 (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 3 (3)</td>
</tr>
<tr>
<td></td>
<td>Higher high school</td>
<td>2</td>
<td>males: 5 (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 9 (11)</td>
</tr>
<tr>
<td>EU-class</td>
<td>College</td>
<td>2</td>
<td>males: 11 (11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 4 (4)</td>
</tr>
<tr>
<td></td>
<td>Lower high school</td>
<td>1</td>
<td>males: 5 (6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 3 (3)</td>
</tr>
<tr>
<td></td>
<td>Higher high school</td>
<td>4</td>
<td>males: 18 (19)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 12 (13)</td>
</tr>
<tr>
<td>EU-no-comp</td>
<td>College</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lower high school</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Higher high school</td>
<td>4</td>
<td>males: 12 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 14 (16)</td>
</tr>
<tr>
<td>Beer</td>
<td>College</td>
<td>N.A.</td>
<td>males: 9 (9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 7 (7)</td>
</tr>
<tr>
<td>Aid-partic</td>
<td>Adults</td>
<td>5</td>
<td>males: 15 (15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 11 (11)</td>
</tr>
<tr>
<td>Aid-actors</td>
<td>Adults</td>
<td>2</td>
<td>males: 4 (4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>females: 8 (8)</td>
</tr>
</tbody>
</table>
After filling in of a pre-questionnaire and after an introductory lecture, each group was divided into two or three subgroups according to the criteria described in Appendix C. One of the subgroups always received the EU-class treatment. The other received either the EU-comp or the EU-no-comp treatment; or both in the case of three subgroups. Not all participants agreed with taking part in the saliva sampling; those who did not were excluded for the purpose of this study (Tab. 2). A few others were excluded from specific tests due to partly missing data. The high school classes were recruited by a convenience sampling (we used classes whose teachers were willing to participate, and making sure to include diverse classes: both in terms of their quality as well as their subject specialization). 8

3.2.2 Beer Group
We recruited 16 participants from Charles University in Prague for participation in the Beer treatment. These persons participated in exchange for course credit (mainly students of computer science or psychology) (Mean age = 23.87; SD = 4.73). These participants were tested in groups of between 2 to 8 persons, each sitting at separate computer.

3.2.3 Aid* Groups
For participation in the Aid* treatments, we recruited 26 participants and 12 actors from two different first aid courses. In the first course, the car accident simulation was replayed twice; in the second course, it was replayed three times. Each simulation session involved six actors and five or six participants. Participants paid for the course, but they received 200 CZK (around 10 USD) as compensation for participating in the saliva sampling and for filling in of questionnaires. Actors received 200 CZK for acting in the simulation from the course organizers and additional 200 CZK for participating in the experiment from us. Because this was a field study, we did not collect background data on the participants, except for participants’ gender. The actors as well as participants were 20-40 years old, with two or three exceptions.

3.3 Materials

3.3.1 Interventions
Interventions are described in Sec. 2. Their usage is detailed in Sec. 3.4.

3.3.2 Pen-and-paper materials

EU* treatments
At the beginning of the experimental day, participants filled in a pre-questionnaire. Its purpose was, first, to solicit information about participants’ gender, age and time of waking up that day; and second, to provide information about the amount of prior participants’ knowledge about the EU. To assess prior knowledge, we used five self-assessment questions as well as four knowledge questions (see Appendix B). Each question was assigned 1-4 or 1-5 or 0/4 points, giving us a possible score in the range of 5-38 (Mean = 20.38; SD = 5.22).

---

8 The EU* part of the present study was conducted as part of a larger experiment involving seven additional older high school classes. However, saliva was not sampled in these additional classes.
To measure the participants’ experience of flow during the treatment, we administered a *Flow Short Scale* (FSS; Rheinberg et al., 2003; see also Engeser & Rheinberg, 2008). In this study, we report the data from its first subscale measuring components of flow experience with ten 7-point Likert items. Examples of questions are: “I do not notice time passing.” “I am totally absorbed in the discussion” or “I feel I have everything under control.” Flow questionnaires were analyzed through T-norms provided with the standardized Flow Short Scale (Rheinberg, 2004). The possible score transformed via T-norms ranges from 21-74.

To obtain information about participants’ affective state during the treatment, we administered a *PANAS* (Positive and Negative Affect Schedule; Watson et al., 1988), which consists of two mood scales: one for positive and the other for negative affect. We used a state variant of the inventory asking the participants: “The following words describe different feelings and emotions. Read each item and mark to what extent did you experience these feelings during the last discussion.” The list of feelings include: “Interested” or “Strong” (positive), and “Distressed” or “Ashamed” (negative). Each scale consists of ten 5-point Likert items with a possible score from 10-50.

FSS and PANAS were always administered in sequence during the game/workshop. The Cronbach alpha was 0.87 for the positive scale and 0.81 for the negative scale of PANAS, and 0.85 for the FSS, across all three EU* treatments. The respective variables will be denoted as *Flow* for the FSS score, *PANAS*+ for the score of the positive PANAS subscale and *PANAS*– for the negative PANAS subscale.

After the game/workshop ended, participants filled in a *post-questionnaire*, from which only one question is relevant for the purpose of this study: “How did you like today’s workshop compared to a regular school lesson?” The question used a 6-point Likert scale (1 – *much more*; 6 – *much less*) and it will be denoted as *Like* question.

Participants also filled in four different knowledge tests. Together, these tests required participants to select, from a list, words related to the project they played/were assigned to study; draw a mental map of their project; select, from a list, all the drafts of policy changes that were discussed that day; answer two short answer, one open-ended and two multiple-choice questions related to the policy they presented in the second round of discussions in the EU-class groups or in the second or the third round of discussions in the EU-(no-)comp groups (each student presented exactly one draft for policy change in these rounds); and answer two open-ended questions on the process of political negotiation (see Brom et al., in prep.9 for details). Open-ended questions were scored by two scorers. For present purposes, only the overall *Test score* of these immediate knowledge tests is relevant. This score will be expressed as percentages of the maximum possible score.

Finally, participants also filled in a short version of a *SIAS*, social interaction anxiety inventory, consisting of ten 5-point Likert questions (Kupper & Denollet, 2012). We used a shortened version due to severe time constraints. Question examples are: “I have difficulty making eye-contact with others” or “I worry about expressing myself in case I appear awkward.” The resulting score ranges from 0 to 40. The Cronbach alpha was 0.88.

---

A month after the intervention, participants filled in a second battery of knowledge tests and several additional inventories, such as a short version of the Big Five Inventory (Rammstedt & John, 2007). Only one of these is relevant for present purposes, the RCI, Revised Competitiveness Index (Harris & Houston, 2010). This instrument features 14 items with a 5-point Likert scale that can be divided into two subscales; enjoyment of competition (nine items) and contentiousness (five items). These subscales will be denoted as RCI.comp and RCI.cont, respectively. The questions include: “I like competition” or “I often try to outperform others” (RCI.comp), and “I try to avoid arguments” or “I often remain quiet rather than risk hurting another person” (RCI.cont). The inventory was administered in the delayed testing session due to the time constraints of the original session. This inventory seems to assess competitiveness as a stable trait (Harris & Houston, 2010). The Cronbach alpha was 0.93 for the RCI.comp and 0.79 for the RCI.cont.

**Beer treatment**

At the beginning of the experimental day, participants filled in a pre-questionnaire. Its main purpose was, first, to solicit information about participants’ gender and age; second, to provide information about the amount of participants’ prior knowledge about the topic of beer brewing. In the context of this study, the only relevant outcome regarding the second point is that all participants were very low-prior knowledge learners.

During their interaction with the simulation, participants filled in the FSS and the PANAS; the same tests as used in the EU* groups. The tests were again administered in immediate succession. The tests were administered twice during the simulation, as detailed in Sec. 3.4.2. As a resulting score, we use the average of the results from the two tests. The Cronbach alpha was 0.79 for the first PANAS+, 0.89 for the second PANAS+, 0.75 for the first PANAS– and 0.67 for the second PANAS–. The Cronbach alpha for the first FSS was 0.87 and it was 0.89 for the second FSS.

After completing the simulation, participants filled in retention tests and transfer tests on the topic of beer brewing. For the purpose of this study, these tests are irrelevant, since it does not make any sense to compare their outcome to the outcome of the EU* knowledge tests.

**Aid* treatments**

After the car accident simulation, the participants filled in the FSS and the PANAS, the same tests as used in the EU* groups. Actors filled in the same tests in between consecutive simulations. The researchers made notes on the participants’ and actors’ gender.

---

10 From a broader perspective, we note that the purpose of administering these knowledge tests was to finalize test questions for a consecutive study with between-subject design that compared the learning effects of two different versions of the beer brewing simulation; one with personalized instructions and the other with formal instructions (see Brom et al., 2014 for details). This consecutive study (n = 75) did not use cortisol sampling, but it did use the two PANAS and the two FSS instruments in the same way as the present study. For completeness, we will also report here the results from the consecutive study concerning the PANAS and the FSS. In the present study, participants received the personalized version of the simulation, i.e., with the grandpa addressing the learner in a conversational style (see Mayer, 2009 for more on the personalization principle).
3.3.3 Saliva sampling

Sample collection
Commercial sampling devices (Salivette®, Sarstedt) without any saliva-stimulating additives were used to obtain human saliva. Participants were thoroughly instructed how to collect their saliva by putting a cotton roll in the cheek pouch, letting it soak with saliva for approximately 60-80 seconds and re-placing the cotton roll in the device container. The collected material was stored in an ice box, so that the salivary devices were immediately cooled before final storage at -20°C. Prior to analysis, samples were thawed and centrifuged at room temperature at 3000g for 15 minutes to obtain the clear saliva.

Sample analysis
A portion (10 µl of a 1:10 dilution) of the clear saliva was used for the analysis. Analyses were carried out at the Institute for Biochemistry at the University of Veterinary Medicine in Vienna with a highly sensitive enzyme immunoassay kit for salivary cortisol. Samples were assayed in duplicates and cortisol concentrations were assessed by double-antibody biotin-linked enzyme immunoassay (Palme & Möstl, 1997). Duplicate samples with a coefficient of variance > 10% were replicated and considered in the analysis when a coefficient of variance < 10% was achieved. If the sample volume fell below the limit needed to run duplicates or ran out before reaching a coefficient of variance < 10%, the sample was dismissed from the analysis. The average intra- and inter-assay coefficients of variance were less than 10% and 15%, respectively.

3.4 Procedure

3.4.1 EU* Groups
We organized seven different experimental days with the EU* treatments. The course of every day evolved according to a fixed “optimal” schedule (Fig. 5) and the research team followed the schedule as precisely as possible. However, some discrepancies were unavoidable. The beginning of a day differed by +/- 15 minutes and the actual schedule differed from the optimal one by +/- 20 minutes due to accumulations of prolonged/shorter parts of the play or breaks (due to cortisol circadian periodicity, we strove to collect the samples at the same time, and therefore describe these timing details as precisely as possible).

After the introduction, the participants were instructed to avoid eating and drinking anything except still/carbonated water for the next 30 minutes because of the saliva sampling, and to avoid caffeine products during the whole day\(^{11}\) so as to yield reliable results for the salivary cortisol analysis. The participants were then assigned numbers to keep their data anonymous and they filled in pre-questionnaires. Then the participants received an introductory lecture about the EU (approx. 20 minutes, PowerPoint slides). Participants were seated as if in a regular class. The lecturer was a member of the experimental team.

\(^{11}\) In an ideal laboratory setting, the nutritional state of each participant would have been standardized for the experiment with pre-assigned eating and drinking schedules from the early morning until the afternoon. Our experiments took place under more natural conditions on a regular school day for all high school participants, requiring us to deal with their daily routines. Students participated voluntarily and, according to our experience, most likely would have refused to continue with the experiment or might have been less motivated under more stringent conditions.
After the lecture ended, the first saliva sample was taken. Although there are inter-individual differences in responses, cortisol secretion generally peaks around 20-40 minutes after the onset of a stressor (Dickerson & Kemeny, 2004). Therefore, this sample was related to participants’ cortisol responses during the filling in of pre-questionnaires and/or the listening to the first part of the lecture. This sample was considered a pre-exposure condition.

After the sample collection, the class was divided into two or three subgroups; each of which was assigned one of the following treatments: EU-comp, EU-no-comp, EU-class (as described in Sec. 2.1). Participants were matched based on their pre-test score. For every group, we also took care to achieve similar boys/girls ratio in its subgroups (see Appendix C for details).

Each subgroup moved into a different room. The participants were instructed to avoid any interaction with other subgroups’ participants until the experiment ended and the research team did its best to prevent such interaction. Each participant was provided a pen and blank paper sheets. In the EU-comp subgroup, each participant was seated at a separate computer.

Each subgroup had its own teacher, who was a member of the experimental team. We used a pool of six teachers: all males younger than 35 years of age, with similar clothing style, short hair and similar speech and teaching styles. These teachers rotated in their positions. Each teacher had an assistant, who administered the questionnaires and helped with technical issues.12

After the splitting into subgroups, each subgroup continued as described in Sec. 2.1, until the treatment interaction ended soon after noon. During the introduction to the game, the EU-comp and the EU-no-comp participants were provided badges with flags of their states and flag stands. The same expository texts were provided in all subgroups (students had a personal copy of a material related to their own project and policies, but they could also access materials related to any project).

In the EU-comp and EU-no-comp subgroups, the second and the third saliva samples were collected after the fourth and fifth round, respectively. The third sample was considered as reflecting the main treatment effect. In the fifth round, the game was usually the most “heated”. The sampling was scheduled at around 30-40 minutes after the discussion started and at least 10-15 minutes after the negotiations ended, so that the samples were related to participants’ cortisol responses to the discussions plus negotiations. Keeping in mind the intra- and inter-individual nature of cortisol responsiveness in humans, in our setting with +/- 5 minutes in the different subgroups, it is difficult to separate cortisol responses from the discussion and the negotiation parts. About half an hour before every collection, we instructed participants to avoid smoking or ingesting any food and drink except for still/carbonated water, which was provided throughout the day (see Fig. 5). Cookies were also provided throughout the day, except during the “no food” periods, and a light meal (a baguette) was provided during the lunch break.

In the EU-class subgroups, the second and the third samples were collected after the first and second round of discussions, respectively (see Fig. 5). As already said, we strove to collect the samples at the same time; but +/- 20 minutes differences were unavoidable due to treatment properties and naturally

---

12 Each subgroup also had one independent research observer, who coded students’ verbal and non-verbal behavior during the discussions. These data are irrelevant for present purposes, but we want to emphasize the presence of another person in the room.
occurring delays or accelerations in different subgroups. Especially in the EU-class subgroups, we usually collected the second and the third samples slightly later than in the other subgroups.\textsuperscript{13}

The FSS and the PANAS were administered prior to the saliva sampling (Fig. 5).

After the treatment and after a short break, post-questionnaires and the battery of knowledge tests, including the SIAS, were administered. Each subgroup was tested in its own room.

--- Insert Fig. 5 around here ---

\textsuperscript{13} Due to the pairing of EU-class participants with either EU-comp or EU-co-comp participants, the discussions could not start in the EU-class subgroups until proposals from the respective EU-comp or EU-no-comp class were known.
**Fig. 5** Time schedules for the EU* conditions. The dark gray color denotes sampling periods, while the light gray color denotes the periods to which the individual samples relate. “R” denotes the round.
The fourth saliva sample was collected 30-40 minutes after the treatment interaction ended, so that the cortisol response related to the break and the first part of testing. This sample was considered a post-exposure condition.

Around a month later, we entered the school to administer subsequent knowledge tests and a few inventories, including the RCI. Students were not informed in advance. The testing period lasted 90 minutes (i.e., two 45-minute school lessons). We followed recommendations of Brom et al. (2012) for posttests administration, including dividing the class into 5-6 small groups, each with its own administrator. Usually, only two groups were tested in one room.
3.4.2 Beer Group

Each participant was seated at a separate computer. After the introduction, participants filled in the pre-questionnaire. Afterwards, they were introduced to the simulation by the experimenter. Then they interacted with the tutorial part of the simulation (Fig. 6).

The first saliva sample was collected after the tutorial interaction ended. This sample represented participants’ cortisol responses while filling in the pre-questionnaires and the start of their interfacing with the tutorial. These cortisol data were considered a pre-exposure condition and matched with the first sample from other treatments. The slight time shift compared to the other groups was caused by the fact that the participants from the Beer group woke up later.

After the sampling, participants interacted with the linear part of the simulation. Then another sample was taken, related to the cortisol response on the linear part interaction. This sample will be denoted as 1B because it was not matched with other treatments’ samples.

Then the participants interfaced with the error part of the simulation and finally were assigned tasks to solve within the simulation (see Sec. 2.2). They were assigned several tasks (usually two or three) so that they solved the tasks over a period of at least 30 minutes.

The saliva sample no. 2 was taken after the error part and the sample no. 3 was taken after solving the tasks. Each of them was related to the cortisol response to the learners’ interaction with the simulation. Note that technically these were the third and fourth samples, respectively, but we mark them as “2nd” and “3rd”, because they will be matched with the samples with the same numbers from other treatments. The sample no. 3 was considered as reflecting the main treatment effect, because solving the tasks was most interesting for the learners.

Finally, participants filled in two knowledge tests and the last saliva sample, sample no. 4, was collected. This sample is related to the cortisol response to filling in of the tests and it was considered a post-exposure condition.

A break was offered, but not insisted on, after the linear, error and tasks parts.

During the introduction, the participants were instructed to avoid caffeine products and smoking during the whole experiment. About half an hour before every collection, we instructed the participants to avoid any food and drink except for still/carbonated water.

3.4.3 Aid* Groups

We were invited to conduct our experiment in two different first-aid courses on two different days. On the first experimental day (D1), participants formed two subgroups. On the second one (D2), they formed three subgroups. Thus, in D1, the simulation was replayed twice; in D2, it was replayed three times. Each participant was assigned to one subgroup. Apart from the simulation participants and actors, around four ZDrSEM members and two members of our research team (one responsible for the actors and the other for participants) were present each day.

Before the actual car accident simulation, all participants listened to an introductory lecture given by a member of the ZDrSEM team. During the lecture, they were also informed that they could participate in our experiment if they so wished and were introduced to our research staff. Actors were informed about the experiment in advance.
The actors prepared themselves for the simulation such that the participants did not know about them. Participants were informed about the simulation at the end of the lecture, but the actual depth of the simulation came as a surprise to them.

The saliva sample no. 1 was collected immediately after the lecture (for the participants) and after the preparatory phase (for the actors), so that this pre-exposure sample was related to cortisol response to listening to the lecture (participants) or to preparing for the simulation (actors). This sample will be matched with the first sample from other treatments.

Subgroups proceeded one after another to the simulation. The simulation started when the participants spotted the car. One simulation session lasted around 15 minutes and the preparation of actors for the consecutive simulation session lasted around 10 minutes.

After the simulation ended, the participants were brought back to the lecture room by ZDrSEM organizers where they were administered the FSS and the PANAS by our experimenter. The experimenter also collected saliva sample no. 3 (note there is no sample no. 2 in the case of participants). The sampling occurred about 10 minutes after the stressor ended, i.e., around 25 minutes after its onset. Because the time schedule was tight, it was not possible to wait longer, even though 30-40 minutes would have perhaps been better than 25 minutes.

Meanwhile, the actors prepared themselves for the consecutive simulation. In D1, saliva sample no. 2 was collected after the first simulation and saliva sample no. 3 after the second simulation. In D2, saliva sample no. 2 was collected after the second simulation and saliva sample no. 3 after the third simulation. Sampling always took place at the end of the preparation phase, so that the difference between the stressor onset (i.e., a simulation start) was maximum. Usually, this interval was 20-25 minutes. Sample no. 3 will be considered the main one, as in the case of other treatments. In both D1 and D2, the FSS and the PANAS were filled in after the second simulation.

A subgroup of participants waiting for the simulation or having just completed saliva sampling was engaged by ZDrSEM organizers in supplementary non-stressful activities.

At the end, participants were debriefed. Actors took off their make-up, took a short break and were then engaged in the debriefing. Eventually, sample no. 4 was collected from both actors and participants. This sample will be considered a post-exposure sample.

About half an hour before every sample collection, both participants and actors were reminded to avoid eating and drinking anything except still/carbonated water for the next half an hour.

In general, sample collection occurred earlier in the Aid* groups than in the Beer or EU* groups.

### 3.5 Data Analysis

All analyses were conducted in statistical program R 3.0.0 (R Core Team, 2013). Cortisol samples were checked for outliers. We discarded all values higher than 80 ng/ml (with the exception of the first sample, where we discarded values higher than 100 ng/ml), because cortisol levels decline during the day and such high values may have been caused by blood contaminations. We transformed cortisol values using natural logarithm because the primary values were not normally distributed. After the transformation, we tested normality using Shapiro-Wilk test (Shapiro & Wilk, 1965) and the results suggested that the data were normally distributed ($W = 1.00; p = 0.461$). In the all following sections, we will use only log-transformed values.
Correlations were expressed by Pearson correlation coefficient. Effect sizes for correlation were classified according to Cohen (1988) into small ($r = 0.1$), medium ($r = 0.3$) and large ($r = 0.5$). Differences between two treatments were tested using two-sample t-test, or using t-test with Welch correction in case of unequal variance (Welch, 1947). Differences between three or more treatments were tested using one-way ANOVA followed by post hoc analysis using Tukey HSD test, which corrects $p$ values for multiple comparisons (Miller, 1981). In Section 4.2 we used Tukey-Kramer method for post hoc testing differences between treatments (due to unequal sample sizes, see Jaccard et al., 1984). Differences between genders while taking other variables into account were tested using two-way ANOVA. Prior to one-way or two-way ANOVA analysis, we tested homogeneity of variance using Levene test (Levene, 1960). All measured groups had equal variance.

Effect sizes for t-tests, Tukey HSD test and Tukey Kramer method were expressed by Cohen’s $d$ with classification into small (Cohen’s $d = 0.2$), medium (Cohen’s $d = 0.5$) and large (Cohen’s $d = 0.8$). Effect sizes for one-way ANOVA were expressed by partial $\eta^2$ (Fritz et al., 2012) with classification into small ($\eta^2 = 0.01$), medium ($\eta^2 = 0.06$) and large ($\eta^2 = 0.14$).

Because we were interested in cortisol level differences between the pre-exposure sample (nr. 1) and the main treatment sample (nr. 3), and also between the main treatment sample (nr. 3) and the post-exposure sample (nr. 4), we used the following variables in the cortisol data analysis. Variable $3–1$ denoted the difference between sample nr. 3 and sample nr. 1 while variable $4–3$ denoted the difference between sample nr. 4 and sample nr. 3 (after the individual samples’ log transformation). To express general cortisol trend during the day, we used also $(3–1)–(4–3)$ variable, which is the difference between $3–1$ and $4–3$ variables. This variable is similar, though not equivalent, to the variable often called “the area under the curve with respect to increase,” when distances between the 1st and 3rd, and between the 3rd and 4th samples are defined as unitary (Pruessner et al., 2003).

4. Results

4.1 Do Learners’ Self-reported Affective State and Learning Effects Differ Between Treatments?

As can be seen in Table 3, one-way ANOVA revealed significant differences between treatments for Flow, PANAS+ and Like question. Differences between treatments approached significance for PANAS−. No difference was found concerning Test score for EU* treatments. Results from post hoc comparisons using Tukey HSD test are summarized in Tables 4 – 6. In addition, for Like question, the post hoc test found significant differences between the EU-class and the EU-comp treatments ($p < 0.05; d = 0.59$). As concerns Flow and PANAS+, a general pattern is that participants in all treatments, except for EU-no-comp, scored significantly higher in Flow and PANAS+ than EU-class participants. In addition, Aid-actors participants scored significantly higher in Flow than EU-comp participants, and Beer and Aid* participants scored significantly higher in Flow than EU-no-comp participants. No differences were revealed for PANAS−.

14 Here, we report the learning outcome results only for participants that underwent cortisol sampling. We point out that learning outcomes were actually investigated on a larger sample (see Sec. 3.2.1) and that the key variables of interest were not related to immediate learning outcomes, but rather to learning achievements measured a month after the treatment. These results will be reported in detail elsewhere.
Table 3 Means and SDs for the investigated affective variables and the Test score variable for every treatment, and also $F$ value with the corresponding $p$ value of between-treatment comparison (one-way ANOVA).

<table>
<thead>
<tr>
<th></th>
<th>EU-comp</th>
<th>EU-no-comp</th>
<th>EU-class</th>
<th>Beer</th>
<th>Aid-partic</th>
<th>Aid-actors</th>
<th>Flow</th>
<th>PANAS+</th>
<th>PANAS-</th>
<th>Like</th>
<th>Test Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow</td>
<td>50.97</td>
<td>6.14</td>
<td>47.00</td>
<td>8.85</td>
<td>45.57</td>
<td>6.67</td>
<td>55.38</td>
<td>53.04</td>
<td>7.53</td>
<td>7.39</td>
<td>10.35</td>
</tr>
<tr>
<td>PANAS+</td>
<td>30.20</td>
<td>6.44</td>
<td>28.50</td>
<td>8.52</td>
<td>24.57</td>
<td>6.39</td>
<td>32.97</td>
<td>32.97</td>
<td>5.76</td>
<td>6.30</td>
<td>34.08</td>
</tr>
<tr>
<td>PANAS-</td>
<td>17.24</td>
<td>5.40</td>
<td>18.13</td>
<td>6.51</td>
<td>17.86</td>
<td>6.44</td>
<td>14.59</td>
<td>4.93</td>
<td>4.96</td>
<td>2.21</td>
<td>0.056</td>
</tr>
<tr>
<td>Like</td>
<td>5.26</td>
<td>1.00</td>
<td>5.12</td>
<td>0.86</td>
<td>4.63</td>
<td>1.19</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>4.39</td>
</tr>
<tr>
<td>Test Score</td>
<td>0.63</td>
<td>0.12</td>
<td>0.56</td>
<td>0.10</td>
<td>0.55</td>
<td>0.16</td>
<td>-</td>
<td></td>
<td></td>
<td>-</td>
<td>2.10</td>
</tr>
</tbody>
</table>

--- Insert Table 4 around here ---

Table 4: Results of post hoc comparisons for Flow (Tukey HSD test).

<table>
<thead>
<tr>
<th>Flow</th>
<th>EU-comp</th>
<th>EU-class</th>
<th>EU-no-comp</th>
<th>Beer</th>
<th>Aid-partic</th>
<th>Aid-actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-comp</td>
<td>-</td>
<td>0.75*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EU-class</td>
<td>-0.75*</td>
<td>-</td>
<td>-</td>
<td>0.70</td>
<td>1.29***</td>
<td>1.03**</td>
</tr>
<tr>
<td>EU-no-comp</td>
<td>0.54</td>
<td>0.18</td>
<td>-</td>
<td>0.31</td>
<td>0.96***</td>
<td>0.73*  -0.32</td>
</tr>
<tr>
<td>Beer</td>
<td>0.70</td>
<td>1.29***</td>
<td>1.03**</td>
<td>0.31</td>
<td>0.96***</td>
<td>1.37***</td>
</tr>
<tr>
<td>Aid-partic</td>
<td>1.18*</td>
<td>1.68***</td>
<td>1.37***</td>
<td>0.46</td>
<td>0.74</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Each cell contains effect size of the difference between conditions. Minus sign in before the effect size indicates that the treatment in the column is larger than the treatment in the row.

*p < .05  **p < .01  ***p < .001
Table 5 Results of post hoc comparisons for PANAS+ (Tukey HSD test).

<table>
<thead>
<tr>
<th>PANAS+</th>
<th>EU-comp</th>
<th>EU-class</th>
<th>EU-no-comp</th>
<th>Beer</th>
<th>Aid-partic</th>
<th>Aid-actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-comp</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU-class</td>
<td>-0.88**</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU-no-comp</td>
<td>-0.23</td>
<td>0.55</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beer</td>
<td>0.44</td>
<td>1.34***</td>
<td>0.59</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aid-partic</td>
<td>0.58</td>
<td>1.47***</td>
<td>0.72</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aid-actors</td>
<td>0.55</td>
<td>1.39***</td>
<td>0.65</td>
<td>0.16</td>
<td>0.02</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Each cell contains effect size of the difference between conditions. Minus sign before the effect size indicates that the treatment in the column is larger than the treatment in the row.

···p < .1  **p < .01  ***p < .001

--- Insert Table 6 around here ---

Table 6 Results of post hoc comparisons for PANAS– (Tukey HSD test).

<table>
<thead>
<tr>
<th>PANAS-</th>
<th>EU-comp</th>
<th>EU-class</th>
<th>EU-no-comp</th>
<th>Beer</th>
<th>Aid-partic</th>
<th>Aid-actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-comp</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU-class</td>
<td>0.10</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EU-no-comp</td>
<td>0.15</td>
<td>0.04</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beer</td>
<td>-0.56</td>
<td>-0.57</td>
<td>-0.66</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aid-partic</td>
<td>0.39</td>
<td>0.23</td>
<td>0.19</td>
<td>1.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aid-actors</td>
<td>-0.56</td>
<td>-0.58</td>
<td>-0.64</td>
<td>-0.09</td>
<td>-1.01</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Each cell contains effect size of the difference between conditions. Minus sign before the effect size indicates that the treatment in the column is larger than the treatment in the row. Note the differences are not significant despite large effect sizes due to correction for multiple testing (e.g., \( p = 0.12 \) for the difference between the Beer and Aid-partic treatments).

Exploratory correlation analysis (Tab. 7) revealed positive significant correlations between Flow and PANAS+ (medium to very large effect size) and negative significant correlations between Flow and PANAS– (medium to large effect size). Noteworthy, the results are similar to results of our different experiment that used the Beer treatment (\( n = 75; r(\text{Flow, PANAS+}) = 0.57; r(\text{Flow, PANAS–}) = -0.49 \)) (Brom et al., 2014; see also Footnote (10)). Moreover, Like question strongly correlates with Flow and PANAS+ for EU* treatments. Except for Flow, PANAS– does not correlate substantially.
with any other variable. We remark that PANAS– is largely orthogonal to PANAS+ (Watson et al., 1988), therefore, it is not surprising we found only small correlation between PANAS– and PANAS+.

Concerning EU* treatments, we found small to medium positive link between Test score and Flow, and between Test score and PANAS+. A similar relationship, both for Flow and PANAS+, was also found in the second experiment using the Beer treatment mentioned above (Brom et al., 2014).

There were no gender differences in affective variables and Test score with the exception of RCI.comp where males scored significantly higher than females ($t(99) = 4.86; p < 0.001; d = 0.98$). This subscale measures enjoyment of competition, thus this result is not very surprising and it is also consistent with past results (Houston et al., 2005).

To conclude, the data indicated that there were between-treatment differences in learners’ self-reported positive affective state (and flow state) between about half of the treatments. The result is more complex than predicted on Fig. 2, but the EU-class treatment elicited the lowest “engagement”, as predicted, both in terms of Flow and PANAS+.

--- Insert Table 7 around here ---

### Table 7 Correlation matrices of affective variables and Test score.

<table>
<thead>
<tr>
<th></th>
<th>All EU*</th>
<th>EU*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flow</td>
<td>PANAS+</td>
</tr>
<tr>
<td>Flow</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.66***</td>
<td>-</td>
</tr>
<tr>
<td>PANAS-</td>
<td>-0.43***</td>
<td>-0.22**</td>
</tr>
<tr>
<td>Like</td>
<td>0.51***</td>
<td>0.52***</td>
</tr>
<tr>
<td>Test score</td>
<td>0.29*</td>
<td>0.32**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Beer Aid-actors Aid-partic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flow</td>
</tr>
<tr>
<td>Flow</td>
<td>-</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.43</td>
</tr>
<tr>
<td>PANAS-</td>
<td>-0.43</td>
</tr>
</tbody>
</table>

*Note: Like and Test score variables relate only to the EU* treatments.*

$p < .1$  *$p < .05$  **$p < .01$  ***$p < .001$
4.2 Does the Cortisol Response Differ Between Treatments?

At first, we tested if cortisol levels differ between genders. Two-way ANOVA (gender x sample) revealed no differences between males and females ($F(1, 636) = 0.45; p > 0.1; \eta^2_p = 0.00$), nor the interaction with sample ($F(3, 636) = 1.73; p > 0.1; \eta^2_p = 0.01$). However, when we tested for gender differences in $3-1$ and $4-3$ variables directly, we found that there is significantly higher decrease in cortisol in males compared to females, as measured by $3-1$ variable ($t(154) = -2.42; p < 0.05; d = 0.39$), and significantly lower decrease in cortisol in males compared to females, as measured by $4-3$ variable ($t(159) = 2.65; p < 0.01; d = 0.42$). This indicates that gender may play a moderating role. Therefore, this and the following section will first examine data when both genders are combined and afterwards inspect the issue of gender differences.

Changes in cortisol levels, with males and females combined, can be seen on Figure 7. One-way ANOVA found marginally significant between-treatment differences in $3-1$ variable ($F(5, 150) = 2.14; p < 0.1; \eta^2_p = 0.07$) (see Fig. 8). The Tukey-Kramer post hoc tests revealed significant differences between Beer and EU-comp ($p < 0.01; d = 0.93$), Aid-actors and EU-comp ($p < 0.05; d = 0.88$), and Aid-partic and Beer treatments ($p < 0.05; d = 0.86$).

Because of our Goal 2, we aimed at investigating differences between treatments featuring a higher level of ST/uncontrollability and the Beer treatment with the lowest level of these elements. Therefore, we also run directly t-test (with Welch approximation for unequal variances) between EU* and Beer, and between Aid-partic and Beer treatments. The results were strongly significant for the former comparison ($t(31.09) = 3.27; p < 0.01; d = 0.58$) as well as for the latter comparison ($t(34.12) = 2.86; p < 0.01; d = 0.86$), which indicates that there is a difference in cortisol response between treatments with high and low levels of ST/uncontrollability.\(^\text{15}\) The differences can be inspected visually on Fig. 8, on which also the low $3-1$ values for the second group with relatively low levels of ST/uncontrollability, Aid-actors, are apparent. Considered together, these outcomes tend to agree with our prediction schematized on Fig. 2 that high ST/uncontrollability treatments would elicit higher cortisol values.

One-way ANOVA found significant between-treatment differences in $4-3$ variable ($F(5, 157) = 4.25; p < 0.01; \eta^2_p = 0.12$). Post hoc comparison showed significant differences between EU-class and EU-comp ($p < 0.05; d = 0.72$), EU-comp and Beer ($p < 0.01; d = 1.01$), and EU-comp and Aid-actors treatments ($p < 0.01; d = 1.08$). Similarly as in the case of $3-1$ variable, we also used t-test with Welch approximation, which found significant difference between EU* and Beer treatments ($t(25.14) = -2.46; p < 0.05; d = 0.47$). In general, it seems that the cortisol levels tended to increase during the period of filling in of tests/debriefing for participants engaged in one of the following three treatments: Beer, Aid-actors and partly EU-class. These are treatments, except for the EU-class, in which the level of ST/uncontrollability was relatively low and during which cortisol levels, as measured by $3-1$ variable, tended to decrease the most, creating a V-shape cortisol function (see Fig. 7).

\(^{15}\) The t-test results seem to be “stronger” than the results of the Tukey-Kramer post hoc test in that the Tukey-Kramer test revealed significant differences neither between EU-no-comp and Beer, nor between EU-class and Beer, while the t-tests returned quite low $p$ values. However, we stress that, contrary to the Tukey-Kramer post hoc test, the t-tests are uncorrected for multiple comparisons, so these results should be treated with caution.
Fig. 7 Cortisol levels for each sampling and treatment. Each boxplot shows the 1st and 3rd quartile (the upper and the lower “hinge”), the bold lines show median. The thick red line connects means. The upper whiskers show values 1.5*IQR from the upper hinge and the lower whisker 1.5*IQR from the lower hinge. More extreme values are shown specifically as dots.
As concerns interactions between gender and treatment, these were not significant.

For confirmatory purposes, we also correlated cortisol differences $3–1$ and $4–3$ with time when participants woken up. These correlations were non-significant for both cases.

**4.3 Does the Cortisol Response Relate to Affective Variables?**

Because of Goals 2–4, we inspected correlations between $3–1$ variable and Flow, PANAS+, PANAS–, SIAS, RCI.comp, RCI.cont, Like variable and Test score. We also inspected correlations between these variables and $4–3$ variable. Correlations for Flow, PANAS+ and PANAS– were computed for the EU*, Beer and Aid* treatments separately, correlations for the remaining variables were computed only for the EU* treatments. We started with both genders combined. These results are summarized in Table 8.

SIAS and PANAS– significantly correlated with $3–1$ and $4–3$ variables. Both RCI variables, enjoyment of competition and contentiousness, also correlated with $3–1$ and $4–3$ variables (although RCI.comp only marginally), but in the opposite direction than SIAS/PANAS–. Thus, the general pattern seems to be that for participants with higher social interaction anxiety and higher negative affective state (PANAS–), the cortisol levels tended to increase during the treatment exposure and tended to decrease during the period of filling in of tests; while this pattern is reversed for participants who liked competition. The existence of this pattern can be also explored by correlating the variables
in question with \((3–1)–(4–3)\) variable, which describes cortisol trends for individual participants across the whole experiment. The results, also in Tab. 8, indeed support the existence of this pattern. The existence of this pattern would be even more supported if SIAS and PANAS– are positively related whereas RCI variables and SIAS/PANAS– variables are negatively related. We indeed found large negative correlations between RCI.cont and SIAS \((r = -0.50; p < 0.001)\) and between RCI.comp and SIAS \((r = -0.50; p < 0.001)\), and moderate negative correlations between RCI.cont and PANAS– \((r = -0.22; p < 0.05)\), and positive between SIAS and PANAS– \((r = 0.38; p < 0.001)\). RCI.comp and PANAS– do not correlate \(|r| < 0.1; p > 0.1\). In addition to revealing the mentioned pattern, this also indicates that participants enjoying competition tended not to be social-interaction anxious whereas participants with higher social-interaction anxiety tended to report higher negative affect. These are meaningful outcomes.

--- Insert Table 8 around here ---

**Table 8** Correlations of affective variables with cortisol \(3–1\), \(4–3\) and \((3–1)–(4–3)\) variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>3-1</th>
<th>4-3</th>
<th>(3-1)-(4-3)</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIAS</td>
<td>0.31***(109)</td>
<td>-0.29**(113)</td>
<td>0.34****(109)</td>
<td>EU*</td>
</tr>
<tr>
<td>RCI.comp</td>
<td>-0.18.(93)</td>
<td>0.19.(97)</td>
<td>-0.19.(93)</td>
<td>EU*</td>
</tr>
<tr>
<td>RCI.cont</td>
<td>-0.28***(93)</td>
<td>0.33****(97)</td>
<td>-0.34****(93)</td>
<td>EU*</td>
</tr>
<tr>
<td>Like</td>
<td>0.04 (109)</td>
<td>-0.04 (113)</td>
<td>0.05 (109)</td>
<td>EU*</td>
</tr>
<tr>
<td>Flow</td>
<td>-0.11 (108)</td>
<td>0.03 (112)</td>
<td>-0.09 (108)</td>
<td>EU*</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.05 (108)</td>
<td>-0.11 (112)</td>
<td>0.09 (108)</td>
<td>EU*</td>
</tr>
<tr>
<td>PANAS-</td>
<td>0.30***(108)</td>
<td>-0.24*(112)</td>
<td>0.30***(108)</td>
<td>EU*</td>
</tr>
<tr>
<td>Test score</td>
<td>-0.05 (66)</td>
<td>-0.12 (69)</td>
<td>0.02 (66)</td>
<td>EU*</td>
</tr>
<tr>
<td>Flow</td>
<td>0.10 (16)</td>
<td>0.16 (15)</td>
<td>0.03 (15)</td>
<td>Beer</td>
</tr>
<tr>
<td>PANAS+</td>
<td>-0.15 (16)</td>
<td>0.40 (15)</td>
<td>-0.31 (15)</td>
<td>Beer</td>
</tr>
<tr>
<td>PANAS-</td>
<td>0.02 (16)</td>
<td>0.20 (15)</td>
<td>-0.18 (15)</td>
<td>Beer</td>
</tr>
<tr>
<td>Flow</td>
<td>0.00 (31)</td>
<td>0.03 (34)</td>
<td>0.01 (30)</td>
<td>Aid*</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.02 (29)</td>
<td>-0.20 (33)</td>
<td>0.14 (29)</td>
<td>Aid*</td>
</tr>
<tr>
<td>PANAS-</td>
<td>0.12 (29)</td>
<td>-0.08 (33)</td>
<td>0.15 (29)</td>
<td>Aid*</td>
</tr>
</tbody>
</table>

*Note*: Numbers in brackets denote the number of participants with valid data used for calculations (especially some cortisol samples contained so low saliva volume that they had to be dismissed from the analysis and one class did not filled in one knowledge test, which means Test score could not be calculated).

\[ p < .1 \quad *p < .05 \quad **p < .01 \quad ***p < .001 \]
As concerns between-gender differences, we computed correlations for each gender separately, but only for EU* treatments because other treatments had a small sample size. There were noticeable between-gender differences concerning cortisol correlations with SIAS, PANAS– and, to a lesser extent, with Flow and RCI.comp. These differences are reported in Table 9. Correlations were notable only for males. Thus, the pattern mentioned in the previous paragraph seems to be caused by males rather than females, as also illustrated on Fig. 9, 10. To conclude: The higher the negative affective state of males, the lower the Flow. At the same time, the higher the negative affective state of males, the higher the relative cortisol level in the main condition (sample nr. 3) and lower the relative cortisol level in the post-exposure condition (sample nr. 4). Note, however, that this part of the study is exploratory and the results should be interpreted with caution. Especially, we do not put much stock into the findings related to RCI.comp, because all the respective correlations are weak and may be easily caused by chance.

We also explored correlations separately for treatments EU-comp, EU-no-comp and EU-class, but due to the small sample sizes in EU-comp and EU-no-comp, results were not robust and correlations could easily change direction due to the presence of outliers. Therefore, we included this supplementary analysis into Appendix D.

--- Insert Table 9 around here ---

Table 9 Correlations of affective variables with the cortisol-related variables according to gender (across all EU* treatments).

<table>
<thead>
<tr>
<th>Variable</th>
<th>3-1</th>
<th>4-3</th>
<th>(3-1)-(4-3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>males</td>
<td>females</td>
<td>males</td>
</tr>
<tr>
<td>SIAS</td>
<td>0.40**(62)</td>
<td>0.14 (47)</td>
<td>-0.34**(63)</td>
</tr>
<tr>
<td>Flow</td>
<td>-0.24(62)</td>
<td>0.09 (46)</td>
<td>0.23(63)</td>
</tr>
<tr>
<td>PANAS–</td>
<td>0.52***(62)</td>
<td>0.11 (46)</td>
<td>-0.50***(63)</td>
</tr>
<tr>
<td>RCl.comp</td>
<td>-0.23 (54)</td>
<td>0.08 (39)</td>
<td>0.12 (55)</td>
</tr>
</tbody>
</table>

*Note*: Only affective variables for which the between-gender differences were notable are depicted. Numbers in brackets denote the number of participants with valid data used for calculations (one participant did not fill in gender).

*p < .1  **p < .05  ***p < .01  ****p < .001
Fig. 9 Between-gender differences in $3-1$ variable. “H” denotes the high PANAS- group while “L” denotes the low PANAS- group (according to median-split).
5. Discussion

The primary purpose of this study was to explore the link between learners’ positive–negative affective states, their flow states, salivary cortisol levels and immediate learning gains. Its secondary purpose was to bring the technique of salivary cortisol sampling to the field of digital game-based learning (DGBL). Despite the innate appeal of the idea that higher engagement leads to better knowledge acquisition, this link had only rarely been explored directly in the past; especially in connection with salivary cortisol levels.

Our primary purpose also included investigation of the tension between three different hypotheses predicting different flow-cortisol relationships. This aspect of the study is also new. To this end, we intentionally used four treatments that tended to feature inherent social-evaluative threats and some aspects of uncontrollability, which are known to lead to higher cortisol responses (Dickerson & Kemeny, 2004), and two treatments in which these features were absent or reduced. At the same time, we predicted that these treatments would elicit different levels of flow, as shown on Fig. 2.
5.1 Goal 1: Do the Positive–Negative Affective and Flow States Relate to Each Other and to Learning Gains?

We demonstrated that our treatments generated different levels of flow and positive/negative affect among learners; a fact that can be considered a successful manipulation check (Tab. 3-6). Generally, the following relationship among the groups was observed:

**Flow:** Aid-actors $\geq$ {Beer, Aid-partic} $\geq$ EU-comp $\geq$ {EU-no-comp, EU-class}

**PANAS+:** {Beer, Aid*} $\geq$ {EU-comp, EU-no-comp} $\geq$ EU-class

**PANAS–:** {Aid-partic, EU*} $\geq$ {Aid-actors, Beer}$^{16}$

The ordering is consistent across all the three measures, with only one exception. Generally, both Aid* groups and the Beer treatment yielded higher flow and positive affect and lower negative affect, compared to EU* treatments. Among the EU* treatments, the EU-class treatment, which was based on a “traditional” discussion-based model, scored the worst. The EU-no-comp treatment scored slightly worse than the EU-comp treatment, possibly due to removed economic layer of the game. The exception to this pattern is that the highest negative affect was found in the Aid-partic group. However, this is not surprising, given the “bloody” situation participants in the car accident simulation faced (see Sec. 2.3). In fact, we see an interesting dissociation of the two Aid* groups: both the same PANAS+ but different PANAS– (Tab. 3).

The relationship among these three variables was also confirmed in a correlation analysis (Tab. 7); it is especially noteworthy that participants in flow tended to report higher PANAS+ and lower PANAS– than those who were not in flow. It thus seems that flow can be instigated when participants experience high positive affect and low negative affect. This pattern is very similar to the pattern that we observed on a larger sample undergoing two variations of the Beer treatment in a different research project (Brom et al., 2014; see also Footnote (10)) and also to results reported in the field of positive psychology (e.g., Smolej-Fritz and Avsec, 2007; Rogatko, 2009). Given the set of feelings PANAS+ is composed of (such as active, attentive, determined), the relationship between PANAS+ and flow is not that surprising. Nevertheless, this relationship helps to justify the tentative concept of engaged concentration (introduced in Sec. 1; cf. Baker et al., 2010). While generalized positive affect and flow are clearly different constructs, they probably share a common denominator. It would be useful to pin this denominator down in future because it is probably highly relevant for learning. Appendix D shows that this result generalizes across two different media, a computer-based and non-computer-based (Tab. II -13). It thus seems that this finding has some robustness. Moreover, Flow and PANAS+ are highly correlated to the Like variable. Negligible correlation between PANAS+ and PANAS– is not surprising, given that these scales are supposed to be orthogonal (Watson et al., 1988). The minor caveat to this view is the lack of a relationship between Flow and PANAS+/– variables for the Aid-actors group (Tab. 7). However, this is most likely caused by the Aid-Actors group’s small size ($n = 12$) and approaching the maximum value for the Flow variable in this group, which is 74 (after the FSS T-norm transformation). Removing a single outlier with the lowest Flow value (39) increases the Flow x PANAS+ correlation to $r = 0.34$ while the Flow x PANAS– decreases $r$ to $-0.25$ in this group.

$^{16}$ Note that a higher number for PANAS– means a higher negative affect.
The existence of a direct link between immediate learning outcome, as measured by the Test score variable, and a positive affective state/flow was supported, but the relationship is only modest (Tab. 7). Appendix D again shows that this result tends to hold when the instruction is delivered either via a computer-based or a non-computer based intervention (Tab 11 – 13). Notably, a similarly modest relationship was found in our second experiment with the Beer treatment (Brom et al., 2014). In the field of multimedia learning, small to modest positive correlations between positive affect, as measured by PANAS+, and learning outcomes were found by Plass et al. (2014) and Um et al. (2012) and almost no relationship was found between positive affective variables, different from PANAS+, and learning outcomes by Plass et al. (2013). A modest correlation between learning gains and flow, as judged by independent observers, was reported in (Craig et al., 2004), and strong correlations between flow, measured by an adapted FSS, and learning outcomes were found by van der Meij (2013). In the flow research, Vollmeyer and Rheinberg (2006) reported modest relationship between motivation/flow and learning achievements. In the DGBL field, Ritterfeld et al. (2010) reported small, mostly non-significant positive correlations between gained interest and knowledge gain variables; van Dijk (2010) reported mainly strong correlations between learners’ motivation and their learning outcomes in the guided discovery condition featuring a game, but no correlation in the worked example (i.e., control) condition featuring PowerPoint slides; and Giannakos (2013), using median-split technique, reported that learners’ enjoyment was moderately related to their performance. At the same time, we observed no relationship between PANAS– and immediate learning outcome in the present study. In general, it seems that the idea that positive affect and high flow are related to higher knowledge gain has some support in the data, but the alleged link may be weaker than some DGBL proponents may intuitively assume. More research is needed to elucidate this topic. In particular, it would be useful to investigate how treatments’ characteristics, such as various kinds of extraneous but engaging details, influence this relationship (cf. Mayer, 2009; Moreno, 2005; Um et al., 2012; Plass et al., 2014) and how specific emotions and their dynamic changes during learning contribute to learning gains (cf. D’Mello et al., 2012; D’Mello et al., 2013; Craig et al., 2004).

Finally, there were no notable gender differences in affective variables, indicating that females and males can be equally engaged by game-based interventions, if they are specifically tailored to educational purposes.

5.2 Goal 2: Is Salivary Cortisol a Physiological Correlate of Flow?

One of our goals was to investigate the tension between the three hypotheses predicting different relationships between flow state and cortisol levels: the Inverted-U, Perceived-fit and Treatment-specificity-and-personal-characteristics (TSPC) hypotheses.

We found only a small, marginally significant negative relationship between cortisol levels and flow, and only for males (Tab. 9): the higher the flow, the higher the cortisol decrease. This is exactly the opposite of what Keller et al. (2011) found in their Exp. 2 on a male-only sample: participants playing a single-player game, Tetris, under a condition supposed to yield a higher flow, compared to two other low-flow conditions, had higher cortisol levels (adjusted for baseline). Thus, our data failed to support the Perceived-fit hypothesis put forward by Keller et al.

Our data does not support Peifer’s (2012) Inverted-U hypothesis either. Figure 11 illustrates the postulated relationship and our findings. Except for the EU-no-comp group, the outcome actually

---

The audience of these studies ranged from 10 years old kids to college students.
accords with the prediction depicted on Fig. 2. Figures 12 and 13 give a full scatter plot for males and females, respectively.

--- Insert Fig. 11 about here ---

![Figure 11](image)

**Fig. 11** Means for the Flow x 3–1 variable for the six groups. Lines denote standard errors of the mean. The hypothetical “inverted-U” relationship is also depicted.

--- Insert Fig. 12 about here ---
Fig. 12 Scatter plot for the Flow x 3–1 variable for males.

--- Insert Fig. 13 about here ---

Fig. 13 Scatter plot for the Flow x 3–1 variable for females.
The results above, and the fact that they do not fit well with the previous findings, actually do support the TSPC hypothesis: each treatment will generate its own specific cortisol–flow relationship, depending on the treatment’s and participants’ characteristics. Notably, this hypothesis is further supported by the following findings of the present study:

a) moderate correlation between the SIAS and $3\rightarrow l/4\rightarrow 3$ variables for males rather than females (Tab. 9); the higher the social-interaction anxiety, the higher the cortisol value for the main condition, compared to the pre-exposure and post-exposure condition (across EU* treatments);

b) small to moderate correlations between the RCI.cont and $3\rightarrow l/4\rightarrow 3$ variables no matter the gender (Tab. 8); the higher the contentiousness (i.e., one subscale of the Revised Competitiveness Index), the lower the cortisol value for the main condition, compared to the pre-exposure and post-exposure condition (across EU* treatments);

c) high correlation between the PANAS– and $3\rightarrow l/4\rightarrow 3$ variables for males (Tab. 9); the higher the negative affect during the treatment interaction, the higher the cortisol value for the main condition, compared to the pre-exposure and post-exposure condition (across all treatments);

d) differences in $3\rightarrow l$ variable between the Beer treatment, which does not feature a social evaluative-threat and is highly controllable, and the EU*/Aid-partic treatments, which feature social evaluative-threats and are less controllable; note however that these differences are at the edge of significance (Sec. 4.2).

While each individual finding above may not be compelling enough, all of them together argue in favor of the TSPC hypothesis. Cortisol values are influenced by gender, in combination with some of the learners’ personal characteristics (in our case: social-interaction anxiety and contentiousness) and treatment characteristics (social-evaluative threat, controllability), rather than by the learners’ flow levels.

Several points deserve commenting. First, our study has a higher ecological validity than Peifer (2012), Peifer et al. (2014) and Keller et al. (2011); however, this comes at the cost of higher noise (see also Sec. 5.5). It is thus possible that under more controlled conditions, more nuanced patterns may emerge. It is also possible that for treatments sharing some specific characteristics, or for a specific group of people (recall that we intentionally used heterogeneous sample), one of the remaining two hypotheses could be still valid. Our findings should thus be interpreted only as a warning that predictions of these hypotheses should not be over-generalized. In addition, Peifer’s research methods differ from ours in that her treatments could be more stressful than ours and/or generate higher cortisol values. Unfortunately, our raw cortisol values are not directly comparable to hers because we conducted the experiment in the morning rather than in the afternoon. Finally, Keller et al. (2011) used a different measure of flow, which also complicates direct comparison of their findings to ours; though the primary message would unlikely change were the same flow questionnaires used. Interestingly, Peifer used the FSS as we did, but in one of her experiments (Peifer et al., 2014), she found the inverted-U relationship only between the raw post-exposure cortisol values and one of the FSS’ subscales, “absorption”, which consists of 4 out of 10 questions. We run a supplementary analysis and found the inverted-U relation in our data neither between the absorption
subscale and the 3–1 variable nor between the absorption subscale and the raw values of sample no. 3, our main condition sample.

Second, cortisol sample no. 3 was taken earlier in the Aid-partic group than in the Beer group. Because cortisol levels naturally decrease during morning hours, the lower 3–1 values for the Beer treatment compared to the Aid-partic group could have been caused by the later timing of the sample collection. However, the Beer treatment participants woke up later than the Aid-partic participants, and the difference still remains marginally significant when the earlier Beer sample (no. 2) is considered; i.e., when the Beer 2–1 variable is compared to the Aid-partic 3–1 variable (\(t(32.04) = 1.92; p = .063; d = 0.57\); t-test with Welch approximation).

Finally, our findings indicate that special attention should be paid to team-based learning activities, including educational games, with low controllability and where the learners’ performance could be negatively judged by others: especially in case of male learners. Moreover, team-based learning activities with competitive aspects, such as Europe 2045, may lead to higher physiological stress for learners who do not like competition. These learners may also tend be, in general, more social-interactive anxious (Sec. 4.3).

### 5.3 Goal 3: How Does a Learner’s Positive–Negative Affective State Relate to Cortisol Levels?

We have already mentioned a high positive correlation between the PANAS– and 3–1/4–3 variables for males (Tab. 9). This is in line with our prediction from Sec. 1.2, but past results were less unequivocal than ours (Abercrombie et al., 2005; McBurnett et al., 2005; see also our Appendix D, Tab. 14) and some were the opposite (Het et al., 2012). However, not all experimental protocols are directly comparable. For instance, we used the instruction “mark to what extent did you experience the following feelings during the last discussion.” whereas Het et al. (2012) used instruction “now,” i.e., after participants finished the Trier Social Stress Test. It is therefore possible that we measured affect during the event while Het et al. (2012) after the event. Het et al. (2012) indeed pointed out that cortisol may positively correlate with PANAS– during a stressful event, such as TSST, but negatively after it (pp. 29-30).

At the same time, there does not seem to be a general relationship between the PANAS+ and 3–1/4–3 variables (Tab. 8). This agrees with the results of McBurnett et al. (2005). In fact, as concerns the link between PANAS+ and cortisol, our results agree well with the “no-relationship” prediction put forward on Fig. 1. The situation is similar to the case of flow–cortisol link, described in Sec. 5.2.

To conclude, more research is needed to clarify the relationship between both the PANAS’ dimensions and cortisol levels, considering different measurement times and the moderating effects of different treatment types and especially of ST treatments.

### 5.4 Goal 4: Are Cortisol Levels Related to Learning Outcomes and Testing/Debriefing Conditions?

Although associations between individual learning outcomes and cortisol levels have been previously described (e.g., Kuhlmann & Wolf, 2006; Flegr & Priplatova, 2010), our data investigating the EU*
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groups failed to demonstrate such a relationship. It is not yet fully understood what aspects of serious games contribute most to learning (Tobias et al., 2011, p. 194), which makes it difficult to put our results into context with existing data. More research into the differences between standard teaching methods and the DGBL is definitely needed to study cortisol-modulating effects on learning outcomes.

The post-exposure cortisol sampling was related to filling in of tests in the EU* and Beer groups, while it was related to participating in a debriefing in the Aid* groups. The cortisol values for the post-exposure condition adjusted to the main condition were higher in the Beer group compared to the EU-comp group (Sec. 4.2, Fig. 7); indicating that the period of filling in of tests could indeed increase the physiological stress in the former group. Also in Aid* treatments, cortisol levels remained approximately steady in the post-exposure condition; i.e., relatively high during and after the debriefing. However, the results were mixed when the three EU* treatments were considered, with a significant difference between the EU-comp and EU-class groups (Sec. 4.2, Fig. 7). The possible effect of filling in of questionnaires on cortisol levels, measured by the 4–3 variable, was surely confounded by relatively high cortisol values for the main condition in the EU* treatments compared to the Beer treatment and possibly somewhat lower cortisol values for the main condition in the EU-class treatment compared to the other two EU* treatments. Thus, our data partially support the findings of Minkley & Kirchner (2012), stating that filling in of tests can increase salivary cortisol levels compared to a baseline. However, a standardized research design that evaluates the pre-testing phase with regard to actual testing would be needed to draw any broader and more robust conclusion.

Notably, in the EU* treatments, cortisol levels in males with the low negative affect (PANAS–) during the intervention increased the most in the post-exposure condition (Fig. 9, 10). One of the possible interpretations of this finding is that the data were not confounded by relatively high values of the previous sample in this subgroup of participants.

**5.5 Goal 5: Is Salivary Cortisol Sampling a Useful Research Tool in the DGBL Field?**

To the best of our knowledge, this study is the first that has used salivary cortisol sampling on a larger scale in the context of DGBL research. Including a pilot run, we analyzed around 900 cortisol samples (~750 samples in the main study). The methodological question is whether we consider this technique usable in other DGBL studies or not, given the costs associated with sample analysis. If a DGBL study were conducted in a carefully controlled laboratory environment, it would have the same pros and cons as any other study using cortisol sampling. Thus, we will now focus on DGBL studies with a higher ecological validity; conducted in a field setting or modeling a school day in a laboratory. We now list the main limitations of cortisol sampling in this context:

1. The experiment usually has to be conducted during the morning; however, cortisol levels are high in the morning and decrease gradually during the day. This pattern tends to disguise possible cortisol increases caused by exposure to a stressor (cf. Dickerson & Kemeny, 2004). This issue materialized in our study, as we saw no robust increases in cortisol levels in the main conditions. Instead, we mainly found marginally smaller and larger decreases. However, the magnitude of these decreases can still be compared between groups, providing significant group differences.

2. Cortisol cannot be measured too often, as that would disrupt the course of activities. Salivary cortisol sampling is generally considered as non-invasive; however, some of our high school
participants actually found chewing a cotton roll disgusting. Therefore, it is hard to imagine that they would have agreed to repeated measurements (for example eight or more samples during the experiment) without being negatively influenced by it. Depending on the magnitude of a stressor, cortisol varies quickly over time with a peak at around 20-40 minutes after the onset of a stressor (Dickerson & Kemeny, 2004). Thus, the actual sampling procedure, which only took around 60 seconds, should not have affected our experimental data; especially with the between-sampling differences longer than 40 minutes for the EU* treatments, which employed high-school participants (see Fig. 5). Similarly, because of inter-individual differences in cortisol levels, it would be useful to obtain cortisol samples from different days, which would enable generating participant-specific baselines. In reality, it would not be easy to collect these extra samples from high-school participants.

3. The nutritional state of participants at the beginning of the experiment is hard to standardize. With high school participants, forbidding products with caffeine or glucose (even for a short period) and sometimes nicotine may negatively impact their attitude towards the experiment. For instance, several of our participants were unhappy when coffee was temporarily forbidden. In a similar vein, it is hard to obtain some information (from high school participants) needed for a proper analysis; such as the timing of women’s menstrual cycles or if they use contraceptives.

4. Even if the research team follows a schedule as precisely as possible, some discrepancies are unavoidable. Given the diurnal rhythm of cortisol release in healthy subjects, it is particularly troubling when samples to be compared are collected at different times during the day. Thus, study protocols with multiple sampling points have to consider the circadian pattern of salivary cortisol secretion. Especially in the morning, variations in sampling should be avoided.

Consequently, a higher noise in the cortisol data can be expected in a relatively ecologically valid DGBL study, compared to a lab study conducted in the afternoon. This necessitates a larger sample. Note, for instance, that even with a sample of our size and with random assignment, the means of the pre-exposure cortisol levels were somewhat different between our groups (cf. EU-class and EU-no-comp; Fig. 7).

However, even though additional patterns may emerge in the data if the study is conducted in a more controlled manner, our results bring several significant findings, have internal consistency and, to a large extent, agree with what is already known about the impact of various interventions on cortisol levels in males and females.

Considering all these points together, in our opinion, the cortisol assessment can be used in the context of DGBL research. However, if the study is conducted in the field, a large samples size would be desirable and cortisol data should be ideally supported by other biomarkers that are known to vary with psychological arousal; for example, IgA and/or Alpha Amylase (Tsujita & Marimoto, 1999; Rohleder et al., 2006; Kang, 2010). Measurements of the autonomic nervous system can also add valuable insights into psycho-physiological reactions to stress (Sharpley et al., 2000; Donzella et al., 2000; see also Anolli et al., 2010)
5.6 General Limitations

First, as already discussed in Sec. 5.2., our study is not directly comparable to the studies of Peifer (2012), Peifer et al. (2014) and Keller et al. (2011). However, this argument does not discredit the significance of our main finding on the cortisol–flow relationship. Second, the EU-class groups had different dynamics than the EU-comp/EU-no-comp groups, because the EU-class intervention (Sec. 2.1.2) featured two longer discussion sessions rather than four shorter sessions. However, we argue that the setting with two discussions (for the EU-class treatment) is more ecologically valid than the setting with four discussions (for this particular treatment): our pilots showed that the latter arrangement did not work well and that teachers would unlikely choose it in a real school environment. Third, EU-class groups could have had more than eight participants, which means that one or two couples would have been assigned the same project and thus the whole class could have learned more about this (these) particular project(s). (This does not hold for policy proposals, because two students having the same project could be assigned different proposals.) This limitation has no practical impact on this study: (a) this issue arose only twice (see Appendix C); (b) between-group comparison as concerns learning gains is out of our present scope. Fourth, our sample would have ideally been larger to enable us to also investigate cortisol correlations within different treatment groups (cf. Appendix D). Still, the sample was large enough to draw the main conclusions concerning the relationship between the cortisol levels, flow and both the PANAS dimensions, as well as to elucidate gender differences. Fifth, it would be useful to have more data on Aid* participants and Beer participants (such as their RCI.cont score), but we were not able to administer more questionnaires in these groups due to time constraints. Finally, future research should also consider pinning down the concept of engaged concentration and also focusing on other specific emotions, because it is possible that more nuanced patterns would emerge as concerns the relationship between learning gains and specific affective states, such as confusion (cf. D’Mello et al., 2013; Craig et al., 2004).

6. Conclusions

This study investigated the relationship between the positive–negative affective state of learners interacting with a serious game, their flow, immediate learning gains and physiological arousal, measured by levels of the hormone cortisol. It worked with the tentative concept of engaged concentration (also called state engagement), provisionally linked to flow and positive affect. It was mainly exploratory, because it was one of the first studies investigating such a relationship directly. To our knowledge, it was the first one probing application of salivary cortisol sampling on a larger scale in the context of DGBL research.

The study provided several key results. First, it indicated that there is a high positive relationship between flow and positive affect and a moderate to high negative relationship between flow and negative affect. Second, its findings failed to support two hypotheses concerning the flow–cortisol relationship, but they supported the idea that each treatment would generate its own specific cortisol–flow relationship, depending on the treatment’s and learners’ characteristics (notably gender, social interaction anxiety, attitude towards competition and the presence of social-evaluative threat in the treatment and the degree to which it is controllable by the learner). Third, it indicated that team-based learning interventions with competitive elements and a higher social-evaluative threat/uncontrollability elicit higher physiological stress in male learners with a higher social-interaction anxiety and in learners, no matter the gender, with lower contentiousness score. Fourth, it directly demonstrated a link between affective state/flow and immediate learning outcomes, but this link was only modest, which seems to agree with related findings reported in the literature but which
may come as a surprise to some DGBL proponents. In addition, it failed to demonstrate a relationship between immediate learning gains and changes in cortisol levels.

In general, this study provides new results for DGBL researchers and for those interested in flow and the link between learning and affect. Because of the relationship between positive affect and flow, it makes a step towards justification of the concept of engaged concentration. It also demonstrates that cortisol measurements are promising tool in the DGBL field, but it is not without pitfalls and should be always supplemented with other research methods.
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Appendix A – Treatments’ Description

A.1 EU-comp Treatment Detailed

This section extends Sec. 2.1.1.

In the diplomatic layer of Europe 2045, each player has his/her own project, which is a vision of how the EU should look in the future and it is formally defined by: a) a set of policies that should be put in place, b) a set that should be suspended, and c) a set to which the project is indifferent (e.g., the Green Europe project supports environmental protection and investment into alternative energy resources, while the Conservative Europe project strives to preserve traditional values). From the gaming perspective, projects present roles the students can play. Because some projects agree or disagree upon the same subset of policies, each player can find a teammate to support his/her intended particular policy change. Thus, the game features both collaborative and competitive aspects at the same time. The final appearance of Europe at the end of each game session is thus the result of intense negotiations and voting in a given player group. In this study, the game offered eight different projects; one for each student. Every project had exactly four policies associated with it. The following points are crucial because other EU treatments differ in those:

1. General framing: In the first two “tutorial” rounds, the players were familiarized with the game’s mechanisms and rules and with controlling its user interface. They were informed they would compete against each other in order to win; but they were also informed that they would also need to collaborate to win (in this study, only the diplomatic layer’s outcome could influence the game ranking of the players).

2. Project selection and role-playing: The players had three minutes for reading brief, textual descriptions of eight projects. They then stated which three projects they would most like to play and were assigned the projects based on their preferences (one project can be played by one player only; therefore, the players had to select three possible projects in order to avoid conflict). At that point, each player was also assigned a member state to play (each project was always coupled with the same state) and given a flag badge and a small flag stand so as to better identify with his/her state.

3. Project introduction: Each player was given the description of his/her project and its policies. The players then had exactly eight minutes for reading their project description. They each then had exactly one minute for presenting the project’s main visions to their fellow players (an hourglass was used for timing and the students saw it; thus the timing of presentations was indeed very precise).

In each of the subsequent four rounds (the 3rd to the 6th), the following happened.

4. Players were able to briefly control their states (i.e., play the economic layer).

5. Policy selection: Four players proposed a draft for a policy change. The players chose the draft.

6. Policy presentation: Each of these four players had exactly eight minutes to read expository texts about his/her proposed policy. Meanwhile the other four players could engage in one of the following two activities, or a combination of them. First, they could control their state. Second, they could read materials about policies associated with their own projects or about policies proposed by the other four players. After the eight minutes had passed, the discussion started. Students moved away from the computers and presented their drafts for policy
changes. During presentations, students sat in chairs; usually organized in a round or square formation. Each student proposing a policy change had exactly 1.5 minutes to introduce the policy and present its benefits. At the beginning of Round 3, an assistant from the experimental team demonstrated what should be said during these 1.5 minutes (he used an unrelated example). Opponents or other proponents could then react/ask questions during a discussion moderated by the teacher (approx. 2-3 minutes).

7. Negotiation: After the four presentations, the negotiation for or against support of the proposed policy changes started (5 minutes). The teacher encouraged students to stand up, make small clusters, secretly negotiate outside of the classroom, etc. Small groups of students often informally engaged in “collaboration agreements”, which usually lasted more than one round and under which the students mutually supported each others’ proposals.

8. Voting: The students voted on each draft presented. The results were presented at the beginning of the next round; including the current game ranking of the players.

We operationalized “learning effectiveness” by means of the amount of knowledge about a) the player’s own project; b) all other projects; c) policies each player presented himself/herself; and d) the process of negotiations on policy changes. These types of knowledge could be acquired, respectively:

a) from reading expository texts about one’s own project;

b) from reading expository texts about other projects, including associated policies, and by observing the behavior of players playing the respective projects and listening to them;

c) from reading expository texts about the policies associated with the player’s own project;

d) by participating in presenting drafts for policy changes and in subsequent negotiations.

We would like to add two remarks. First, if the teacher was asked a question about any policy, he said that the answer could be found in the textual materials but did not answer the question directly. This was not what a real teacher would do, but in this experiment, we wanted to measure knowledge acquired by students themselves from reading the expository texts and presenting the drafts of policy changes. We were not interested in knowledge acquired by means of the teacher’s occasional answers (the questions and the number thereof were hard to predict and therefore the answers were impossible to standardize/control; however, the texts were always the same) or brief contextualizing lectures that a teacher might have given in a real class. Second, since every project had four policies associated with it in this study and each student presented a policy draft exactly twice, the student had to choose exactly two out of four policies of his/her own free will.

A.2 EU-class Treatment Detailed

This section extends Sec. 2.1.2.

Looking at the list of types of knowledge that can be acquired through Europe 2045’s diplomatic layer (see Sec. A.1), one realizes that these types of knowledge can be acquired also in a typical classroom setting where a teacher engages students in reading the same expository texts and presenting and discussing them as in the EU-comp treatment. In other words, the constrained version of Europe 2045, the EU-comp treatment, can be considered as a gamified version of a project day at a school that capitalizes on the frontal teaching model augmented by reading and discussions. The EU-class treatment models such a project day in a controlled laboratory environment.
The components of the EU-comp’s game learning mechanics were replaced as follows:

1. General framing: The EU-class students were told that we were investigating a new “discussion-based teaching model.” The word “game” was carefully avoided. There was no competition during the whole treatment.

2. Project selection and role-playing: Each EU-class learner was paired with an EU-comp (or EU-no-comp) learner and was assigned the peer’s project (i.e., no choice). Moreover, the EU-class learners did not represent their projects/states, they did not receive flag badges/stands and they were instructed “to study a project” rather than “to play a project role.”

3. Project introduction: Exactly as in the EU-comp groups, the EU-class learners were instructed to read short project descriptions for three minutes; however, they were meant to select three projects that were the most in line with their own ideas/beliefs. They were then given eight minutes to study a detailed textual description of their assigned project (the project description was the same as in the EU-comp treatment) and one minute was provided to present the project’s main visions to their peers.

4. Economic layer: it was absent.

5. Policy selection: Each EU-class learner was assigned a policy to study and to present, based on what his/her peer had chosen in the EU-comp group.

6. Policy presentation: The EU-class learners had eight minutes to study the assigned policy and 1.5 minutes to introduce the policy and present its benefits (as in the EU-comp group; using the same textual materials). The tables and chairs were arranged in rows as in a regular classroom, not in a round/square formation. After each presentation, the teacher invited other students (especially those who, earlier in the day, had presented a project related to the policy that had just been presented) to express their opinion regarding whether the policy should be put into force in the EU or not, when considering the context of “their” project. They could express positive as well as negative opinions and ask questions. The discussion was moderated by the teacher and it was stopped by him after 2-3 minutes. Before the first presentation started, the teacher demonstrated what should be said during the 1.5 minutes, using an unrelated example (the same example as in the EU-comp groups).

7. Negotiation: It was replaced by a discussion started by the following instruction from the teacher: “Now, please think about how the political tendency/view you read about today at the beginning of the class (i.e., the project), is related to the policies that have just been presented. For instance, it can relate to them positively, neutrally or negatively.” The teacher called upon students to express their opinions about a few policies, at least, and encouraged them to discuss them (note that students were sometimes quiet).

8. Voting: It was absent in the EU-class treatment. The time allotted to voting (and playing the economic layer, Point 4) in the EU-comp groups was filled in by an unrelated short film about an EU topic at the very end of the workshop (around 20 minutes) and two short breaks in the middle.

Finally, the introduction to the game was replaced by an unrelated 40-minute-long frontal lecture on the EU using PowerPoint slides and by an unrelated 20-minute-long, pen-and-paper “heat up” mini-game on the topic of the EU and EU law.
We add two remarks. First, recall that in the EU-comp treatment, four students prepared themselves for policy presentations, over a period of eight minutes, while the other four read materials about policies associated with their own projects or read materials about policies proposed by their peers (but mostly played the economic layer of *Europe 2045*). Our pilot study showed that this format did not work well in the EU-class treatment. This was because not only could the other four players not play the economic layer, but also they were not motivated by the game behind the diplomatic layer and therefore they did not read the respective materials carefully and they tended to become bored and irritated (as they would in a regular class). Therefore, we had to replace four rounds of the EU-comp treatment with two “rounds” in the EU-class treatment. In both of these “rounds,” each participant prepared him/herself for the presentations that directly followed. For the EU-class treatment, this two-round setting was more ecologically valid than the four-round setting.

Second, note that knowledge we tested (see Sec. A.1) could be acquired neither from the game introduction nor from the voting *per se*. Thus, the EU-class treatment was not put at a disadvantage.
Appendix B – Prior Knowledge Questionnaire for EU* treatments

A1. I follow events on the international political scene:
   a. not at all
   b. once a week: (select whatever options apply) TV, online, radio, print media, other sources ……………………
   c. 2-3 times per week (select whatever options apply) TV, online, radio, print media, other sources ……………………
   d. daily (select whatever options apply) TV, online, radio, print media, other sources ……………………

A2. Are you able to explain what the accession criteria are for a country wishing to join the EU? (indicate your ability on a scale of 1 (not at all) - 5 (definitely yes))

A3. On topics related to the European Union I consider myself to be: (select one answer)
   a. Beginner. I know a little about it.
   b. Slightly advanced. I have average knowledge.
   c. Advanced. I know quite a bit.
   d. I don’t know anything. I am not interested in this topic.

A4. When I hear about political events in the EU, I can imagine what influences political decisions. (indicate your ability on a scale of 1 (not at all) - 5 (definitely yes))

A5. Subject – The Basics of Social Science: (select one answer)
   a. This my favourite subject.
   b. I find it generally interesting. I am often interested in the topics discussed.
   c. I am not really interested. Most topics do not interest me.
   d. It’s my least favourite subject. I literally have a negative relationship to the subject.

A6. Who is the current president of the European Commission? (select one answer)
   a. Herman Van Rompuy
   b. Catherine Margaret Ashton
   c. Vladimír Špidla
   d. José Manuel Durão Barroso

A7. How many member-states does the EU currently have? (select one answer)
   a. 12
   b. 15
   c. 27
   d. 28
A8. When did the Czech Republic join the EU? (select one answer)

a. 1998  
b. 2001  
c. 2003  
d. 2004

A9. Štefan Füle is the Czech European Commissioner for: (select one answer)

a. Employment, Social Affairs and Inclusion  
b. Enlargement and European Neighbourhood Policy  
c. Agriculture and Rural Development  
d. Health and Consumer Policy
Appendix C – Forming Subgroups for EU* treatment

--- Insert Table 10 around here ---

The assignment to condition was as follows. The optimal number of participants in each subgroup was eight. Table 10 shows how large the subgroups were when a number of participants other than 16 or 24 arrived. Participants were matched based on their pre-test score in the following way: in cases of 19 or less participants, pairs and usually also a few singles were formed (see the table). Singles were selected randomly. In cases of 20 or more participants, trios and usually also a few pairs or singles were formed. Members of the pairs/trios were then assigned to the subgroups randomly. Singles were assigned according to the table. In case this random assignment resulted in a situation in which the boys/girls ratio in the subgroups differed and could be improved by a swap, the assignment of one or two randomly chosen mixed-sex pairs/trios was swapped. Sometimes, one or two students had to leave before the experiment’s end: in that case, the student was assigned to the EU-class condition.

Table 10 Arrangement of participants into groups for the EU* treatments.

<table>
<thead>
<tr>
<th>The size of the group</th>
<th>EU-comp or EU-no-comp</th>
<th>EU-class</th>
<th>EU-no-comp</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 (2x)</td>
<td>8</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>16 (2x)</td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>8</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>8</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>21</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>22</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>23</td>
<td>8</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>26</td>
<td>8</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

Note: Only the numbers denoted by **bold** actually occurred.
Appendix D – Analysis per EU* Treatments

For completeness, we also computed correlations between affective variables in each EU* treatment separately (Tables 11 – 13). In addition, correlations of cortisol differences with affective variables per each EU* treatment are in Table 14.

While many correlations were relatively consistent across treatments, especially among Flow, PANAS+ and PANAS–, and also among cortisol variables, SIAS and RCI.cont, several others were not, such as among cortisol variables and PANAS–. Although it would be interesting to explore differences between variants of Europe 2045, we stress that these results should be considered as exploratory and interpreted with utmost caution. Because the groups were relatively small (e.g., EU-no-comp had 26 participants included in the analysis), correlation coefficients could be easily influenced by outliers. For example, if we look at Figure 14 showing relationship between 3–1 variable and PANAS– for the EU-no-comp group, we can see that slope of regression line changes as we remove one outlier from the analysis (denoted by a triangle). In our opinion, these data can be useful in guiding future research, but they should not be interpreted as firm results.

--- Insert Table 11 around here ---

**Table 11** Correlation matrix of affective variables and Test score for the EU-comp treatment.

<table>
<thead>
<tr>
<th>EU-comp</th>
<th>Flow</th>
<th>PANAS+</th>
<th>PANAS-</th>
<th>Like</th>
<th>Test score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow</td>
<td>-</td>
<td>0.67***</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.67***</td>
<td>-</td>
<td>-0.35*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANAS-</td>
<td>-0.50**</td>
<td>-0.35*</td>
<td>0.31</td>
<td>-0.26</td>
<td>-</td>
</tr>
<tr>
<td>Like</td>
<td>0.46**</td>
<td>0.31</td>
<td>0.31</td>
<td>-0.26</td>
<td>-</td>
</tr>
<tr>
<td>Test score</td>
<td>0.41*</td>
<td>0.32</td>
<td>-0.15</td>
<td>0.00</td>
<td>-</td>
</tr>
</tbody>
</table>

*p < .1  *p < .05  **p < .01  ***p < .001

--- Insert Table 12 around here ---

**Table 12** Correlation matrix of affective variables and Test score for the EU-class treatment.

<table>
<thead>
<tr>
<th>EU-class</th>
<th>Flow</th>
<th>PANAS+</th>
<th>PANAS-</th>
<th>Like</th>
<th>Test score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow</td>
<td>-</td>
<td>0.62***</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.62***</td>
<td>-</td>
<td>-0.02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANAS-</td>
<td>-0.38**</td>
<td>-0.02</td>
<td>0.55***</td>
<td>-0.05</td>
<td>-</td>
</tr>
<tr>
<td>Like</td>
<td>0.45***</td>
<td>0.55***</td>
<td>-0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Test score</td>
<td>0.23</td>
<td>0.25</td>
<td>0.26</td>
<td>0.16</td>
<td>-</td>
</tr>
</tbody>
</table>

**p < .01  ***p < .001**
--- Insert Table 13 around here ---

**Table 13** Correlation matrix of affective variables and Test score for the EU-no-comp treatment.

<table>
<thead>
<tr>
<th>EU-no-comp</th>
<th>Flow</th>
<th>PANAS+</th>
<th>PANAS-</th>
<th>Like</th>
<th>Test score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.69***</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PANAS-</td>
<td>-0.41*</td>
<td>-0.31</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Like</td>
<td>0.57**</td>
<td>0.58**</td>
<td>0.10</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Test score</td>
<td>0.06</td>
<td>0.40</td>
<td>0.10</td>
<td>0.33</td>
<td>-</td>
</tr>
</tbody>
</table>

*p < .05  **p < .01  ***p < .001

--- Insert Table 14 around here ---

**Table 14** Correlations of affective variables with the $3–1$ and $4–3$ variables for the individual EU* treatments.

<table>
<thead>
<tr>
<th></th>
<th>EU-comp</th>
<th>EU-class</th>
<th>EU-no-comp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3-1</td>
<td>4-3</td>
<td>3-1</td>
</tr>
<tr>
<td>SIAS</td>
<td>0.27 (34)</td>
<td>-0.20 (37)</td>
<td>0.35*(51)</td>
</tr>
<tr>
<td>RCl.comp</td>
<td>-0.55**(28)</td>
<td>0.38*(31)</td>
<td>-0.06 (44)</td>
</tr>
<tr>
<td>RCl.cont</td>
<td>-0.24 (28)</td>
<td>0.39*(31)</td>
<td>-0.25.(44)</td>
</tr>
<tr>
<td>Like</td>
<td>-0.04 (34)</td>
<td>0.14 (37)</td>
<td>0.10 (51)</td>
</tr>
<tr>
<td>Flow</td>
<td>-0.09 (34)</td>
<td>0.19 (37)</td>
<td>-0.24.(50)</td>
</tr>
<tr>
<td>PANAS+</td>
<td>0.15 (34)</td>
<td>-0.08 (37)</td>
<td>0.12(50)</td>
</tr>
<tr>
<td>PANAS-</td>
<td>0.11 (34)</td>
<td>-0.20 (37)</td>
<td>0.53***(50)</td>
</tr>
<tr>
<td>Test score</td>
<td>-0.05 (22)</td>
<td>0.13 (24)</td>
<td>-0.05 (32)</td>
</tr>
</tbody>
</table>

*p < .1  *p < .05  **p < .01  ***p < .001

--- Insert Figure 14 around here ---
Fig. 14 Scatter plot showing relationship between the PANAS– and the 3–1 variable with regression line before (dashed line) and after removal (solid line) of the outlier denoted as triangle (EU-no-comp group).