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ABSTRACT  
Recently, it has been proposed that virtual characters should have 
a full episodic memory storing more or less everything happening 
around them, as opposed to an ad hoc, that is, special purpose 
episodic memory. However, it was not much clear, what exactly 
this “fullness” should mean. The purpose of this paper is to clarify 
it and show how it can contribute to the agents’ believability. 
Later, our work-in-progress applying several aspects of the full 
episodic memory will be reviewed. At the time of writing, the 
memory model integrates following parts: a hierarchically organ-
ised memory for events, a component reconstructing the time 
when an event happened, a topographical memory, and an allo-
centric and egocentric representations of locations of objects. The 
main functional features include: representation of complex epi-
sodes (e.g. cooking a dinner) over long intervals (days) in large 
environments (house), forgetting based on emotional importance 
of episodes, and development of search strategies for objects in 
the environment. 

Categories and Subject Descriptors 
I.2.11 [Distributed Artificial Intelligence ]: Intelligent agents. 
I.2.6 [Learning]: Connectionism and neural nets, Knowledge 
acquisition.   

General Terms 
Algorithms, Design, Experimentation, Theory. 

Keywords 
Virtual characters, episodic memory, autobiographic memory, 
spatial memory, dating of events, allocentric and egocentric repre-
sentations.  

1. INTRODUCTION 
A believable virtual agent is an autonomous agent who seems 
lifelike, whose actions make sense to the audience, and who al-
lows them to suspend their disbelief providing convincing por-
trayal of the personality they expect or come to expect (Loyall, 
1997). It contributes highly to the believability of an agent if the 

audience is able to establish empathic relations with the agent 
(e.g. Paiva et al., 2004). In other words, the users should be able 
to spontaneously and naturally tune themselves into the agent’s 
“thoughts” and “feelings” (Baron-Cohen, 2003, p. 21), to perceive 
that the agent is experiencing or about to experience emotion 
(Paiva et al., 2004). Arguably, episodic memory is one of the key 
components contributing to establishing the empathic relations, 
because it allows the user to understand better the agent’s history, 
personality, and internal state: both actual state and past state. It 
has been already discussed that believable agents (or characters) 
should have, at least for some applications, episodic memory (Ho 
& Watson, 2006; Castellano et al., 2008). In our previous work, 
we have even proposed that they should have a full episodic 
memory (Brom et al., 2007). But what does it mean “a full epi-
sodic memory” (FEM)? In the above mentioned paper, we used a 
vague definition of a memory storing almost everything happen-
ing in the proximity of the agent, as opposed to the ad hoc/special 
purpose solutions. Certainly, this full episodic memory cannot be 
a faithful reconstruction of human episodic memory—it can be a 
model mimicking some of its features, but which ones? And when 
speaking about empathic characters, are there some features that 
are more important for them than others?   

The main purpose of this paper is to revisit the notion of the FEM, 
give it a more exact shape and reconcile it in the light of needs of 
empathic agents. The aim is to arrive a) at a tentative list of fea-
tures of episodic memory most important for empathic agents, and 
b) at the definition of the FEM.  

We begin our search tapping at the door of people who should be 
most knowledgeable about real episodic memory: psychologists 
and neurobiologists. It will turn out, however, that we won’t be 
much lucky. Then, we will sketch out some cognitive skills re-
quiring some aspects of episodic memory. This step will help us 
with the objective (a), but only partly with (b). Through another 
step, we will come very close to the definition of the FEM, but, 
surprisingly, we will resist the temptation to define it claiming 
that the definition would be of no use. But we will also arrive at a 
definition of something else, more important than the FEM.  

After this discussion, the paper will give a technical context to 
some of the ideas sketched out previously reviewing briefly our 
on-going work on a virtual character that encodes and recalls 
complex events, including detail information about time and 
space. An important feature of our model is a gradual forgetting. 
For the space constraints, the model cannot be detailed here fully, 
but the reader can find more in (Brom & Lukavský, 2009). The 
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whole paper addresses primarily the audience of developers of 
empathic virtual characters; it aims at providing them with some 
hints concerning equipping their agents with episodic memories. 
However, some points may be of use also for neuro-
/psychologists.  The discussion will be kept on the conceptual and 
the methodological levels. This paper extends our original work 
on characters with the FEM (Brom et al., 2007) and complements 
our methodological paper on possible utilisation of virtual charac-
ters with episodic memory in the field of neuro-/psychological 
computational modelling (Brom & Lukavský, 2008). The concep-
tual issues related to virtual characters with episodic memory (not 
necessarily a full one) have been also discussed by Ho & Watson 
(2006). 

2. TOWARDS FEATURES OF THE FEM 
The important concept behind current neuro-/psychological mem-
ory research is the idea of multiple memory systems. Episodic 
memory (Tulving & Donaldson, 1972; Baddley et al., 2001) is an 
umbrella term for those of these systems that operate with repre-
sentations of personal history of an entity, which entails encoding 
these representations, their maintenance, consolidation and recol-
lection. These representations are related to particular places and 
moments, and connected to subjective feelings and current goals. 
Fundamentally, the episodic memory is being distinguished from 
the semantic memory and the procedural memory. The former is 
conceived, more or less, as systems operating with general facts 
about the world as viewed form the objective perspective. The 
latter covers processes related to skill learning and the subjective 
experience is again not emphasised. The importance of agent’s 
subjective history makes episodic memory an interesting area for 
empathic agents developers. 

However, beyond these general statements the issues become dim. 
For example, to which extent the systems of episodic, semantic 
and procedural memory overlap? Many accept the tentative neuro-
/psychological taxonomy of memory types developed by Squire & 
Zola-Morgan (1991) (see also Eichenbaum & Cohen, 2001), but 
this taxonomy elaborates the notion of procedural rather than 
episodic memory. Some make a distinction between episodic 
memories consisting of sensory-perceptual-conceptual-affective 
information derived from single experiences, and autobiographi-
cal knowledge, which is basically personal semantic knowledge, 
devoid of context in which it was acquired (Conway, 2005; Wil-
liams et al., 2008). The terminology does not seem to be settled 
yet, therefore it is not possible to simply implement the properties 
of human episodic memory. Think of this example: If a virtual 
agent remembers that her glasses are at the TV, is this related to 
episodic memory (a remembrance of the episode of putting this 
glasses there), semantic memory (the general knowledge about 
where things tend to be), or procedural memory (an unconscious 
stimulus–response-like habit)? A neuropsychologist would likely 
say that all the three alternatives are possible. But which of these 
properties should FEM possess? It is not only a problem of psy-
chological terminology. Imagine we know how to implement the 
agent with the ability to recall the position of glasses – what is 
actually recalled? Think of the first alternative. Should she recall 
only the relation <at, glasses-23, TV-4>? Or also the fea-
tures of TV, for instance its colour? Should she also recall that she 
put the glasses at the TV because she wanted to read newspaper, a 
task she needed different glasses for? What should happen, if, 
after all, the glasses are not at the TV? To our knowledge psycho-

logical details of these processes sufficient for implementing our 
virtual agent are not available.  

As we are speaking about the needs of believable characters, we 
can, for obvious methodological reasons, undergo the “user cen-
tric” turn and to stop asking questions about the nature of episodic 
memory and to start asking questions about what users would 
expect from FEM agents. Assuming they would expect from them 
the same as from real humans, we are actually asking questions 
about users’ folk psychology. The problem is, that at least to our 
knowledge, it is not known much about this issue. Nevertheless, it 
seems reasonable to expect that most people do not have the con-
cept of episodic memory at all and there are suggestions that hu-
mans expect the human memory in general to behave unlike it 
really behaves (e.g. Loftus, 1979; Friedman, 1993). 

Hence, the neuro-/psychology thread helped us to reveal two 
problems with our hypothetical FEM: that 1) we do not know 
what features the FEM should possess, and 2) even if we knew it, 
we would not know how to implement them. It seems that we will 
have to guess the features and somehow try to implement them, a 
blind search approach. Luckily, even though neuro-/psychology 
cannot offer us the technical specification for the FEM, it can 
constrain our search. It can offer us some interesting general ar-
chitectures (e.g. Conway, 2005; Zacks et al., 2007), inspiring 
observations, e.g. the idea of false memories (Loftus, 1979; 
Brainerd & Reyna, 2005), and some hints such as that one has to 
distinguish between a short-term and a long-term memory (that is, 
briefly, between memories from which information fades out 
quickly vs. not so quickly1). And of course, this discipline can 
offer us loads of data, from which are arguably most interesting 
for our purposes diary studies (e.g. Wagenaar, 1986; Burt et al., 
2003), event perception studies (Shipley & Zacks, 2008) and fo-
rensic psychology data (e.g. Loftus, 1979). It offers us also some 
computational models of laboratory tasks such as memorising of 
words or navigation in the Morris water maze (e.g. Miyake and 
Shah, 1999; Norman et al., 2008; Krichmar et al., 2005), but we 
would hardly utilise these for the FEM, unless we aim at engaging 
our agents in really weird tasks. Finally, we know that we should 
evaluate our models on users, that is, we should ask whether the 
models would pass an episodic memory variant of the Turing test.  

What next? Perhaps... could we try the luck at the very field of 
virtual agents? Indeed, several reports have emerged during last 
years on agents with various episodic memory-like capabilities. 
Agents have been reported with spatial memory to increase be-
lievability of navigation and/or “what-where” judgments (Thomas 
and Donikian, 2006; Strassner and Langer, 2005; Peters, 2006; 
Isla and Blumberg 2002; Noser et al., 1995). Other characters 
have been equipped with a memory for past events for the pur-
poses of debriefing (Johnson, 1994; Rickel and Johnson, 1999; 
Dias et al., 2007). Also there has been work on robots with a sim-
ple episodic memory (Dodd, 2005) and work at the intersection of 
the field of virtual characters and the artificial life investigating 

                                                                 
1 What exactly means “quickly” depends on the kind of memory one is 

talking about. One story would be told by a neurobiologist investigating 
memory mechanisms at a neural level (e.g. Kandel, 2001), another by a 
psychologist investigating memory for words (Baddley, 1986; Chap. 3). 
One may also argue that humans do not have one short-term memory 
and one long-term memory, but many interacting memory systems, each 
of which keeps information over a specific time interval.  



how different types of episodic memories can improve an agent’s 
chances of survival (Ho et al., 2008).  

These models depart from computational neuro-/psychological 
models in one important way. They are aimed at representing 
complex, rich, human-like episodes, or large spaces such as a city 
with many landmarks and objects. If a forgetting mechanism is 
implemented, the models can be used in scenarios lasting long 
time intervals, e.g. days. However, these models can not be con-
ceived as FEM models; they are technical, special-purpose solu-
tions invented to address a particular issue (and they typically 
work well for the purposes of that issue). Can they help us to un-
derpin the features of the FEM at the least? Yes, similarly to the 
neuro-/psychology, we can draw inspiration from them; however, 
the standpoint is now different. These models force us to think not 
about the properties of the FEM, but about cognitive skills an 
agent potentially may have that demand these properties. In other 
words, we are forced to think about how to utilise the FEM. 

2.1 How to utilise episodic memory? 
On the one hand, we are still not far from where we begun, on the 
other hand, we have some vague ideas, hints and constraints, 
which encourage us to try the good-old-fashion approach: brute-
force search. Let us now challenge the notion of FEM during a 
two-step search. First, we will ask “why”: why we need an FEM 
agent? We will lay down a tentative list of cognitive skills that 
demand some kind of episodic memory, not necessarily the FEM, 
and ask for examples of real world applications that would utilise 
agents with particular skills (see? this step is motivated by the 
outcome of that part of our previous debate that concerned itself 
with virtual characters). Of course, applications featuring FEM 
agents have to demand all the skills, and we will try to identify 
these applications. Second, we will ask “what”: what requirements 
on the FEM architecture stem from these skills (this will capitalise 
on neuro-/psychological inspirations).  

Now, let us start with the “why” part—the required agent skills: 

A1. Debriefing. Tutoring agents should be able to talk about his-
tory of given lessons. As said above, agents with this ability al-
ready appeared. 

A2. Giving information. This skill extends A1 for the purposes of 
long-living agents; it is the ability of giving users information 
about what happened in the virtual world in the past. Arguably, 
this skill is presently most important for role-playing game (RPG) 
characters. Predominantly, these agents now tend to inform play-
ers about important past happenings by means of pre-scripted 
dialogs. It would be useful to generate this information dynami-
cally both from the design point of view as well as for believabil-
ity reasons. Virtual characters living in large yet-to-be-developed 
social virtual worlds (Goertzel, 2007) would need this ability as 
well.  

A3. Remembering the course of interaction. Agents with conver-
sational abilities, such as virtual companions (Castellano et al., 
2008), virtual guides (Kopp et al., 2005; Lim, 2007) or again 
NPCs need to keep a track of the dialog with a user. Long-term 
companions may be engaged in dialogs extended over many days. 
This may demand building information about their users. Think of 
an agent chatting with an elderly user about her old photographs 
(Companions, 2006); the agent should remember when the events 

portrayed had happened and who they are about.2 Note, that this 
ability is, to a large extent, based also on semantic memory sys-
tem.   

A4. Searching for objects. Think again about the example of 
searching for glasses. Every agent living in a world that include 
objects that can change their positions beyond the agents’ capa-
bilities must able to judge reliability of contradictory memory 
records (unless the agent looks directly to the world map). Where 
are the glasses: at the TV, or at the bed side table? Suppose the 
agent needs also a pencil, which may be either at the TV, or 
somewhere in the study room. Where the agent should go first? 3  

A5. Topological orientation. Agents embodied in virtual envi-
ronments (as opposed to speaking heads etc.) should be able to 
orient themselves, no matter whether they act in a city, a family 
house, or a country-side. This is an easy issue. However, when-
ever the topology can change dynamically, the agents have to 
construct dynamically their internal “topological memories”. Even 
though there is an abundance of work addressing this issue in 
robotics (e.g. Kuipers, 2000), and some also in the domain of 
virtual characters (e.g. Thomas and Donikian 2006), many players 
of real-time character-based strategies are still witnessing soldiers 
“hiding” behind a once-existing wall that has been destroyed, for 
the place was marked as a cover by a designer. 

A6. Mental imagery and predictions.4 Agents employing declara-
tive representations may be already conceived as using imagery. 
One general example is the usage a graph of way-points during 
path-planning, but there are also many special purpose imagery-
based tasks virtual agents may need to solve in specific applica-
tions. For example, some tutoring agents may be required to an-
swer questions such as: “what would happen if I press this but-
ton?” While simple answers may be represented in advance, for 
more complex situations, the agent may need to generate the an-
swer using the imagery (cf. Rickel and Johnson, 1999).   

A7. Sharing of knowledge. It is known that sharing of information 
can improve agent’s survival (e.g. Ho et al., 2008; Cace & Bry-
son, 2007). Generally, this objective is more related to ethological 
modelling than virtual characters, perhaps with the exception of 
team-based action games (“the weapons are behind the corner!”). 
However, someday, long-living agents inhabiting a large virtual 
societies in RPGs or yet-to-be-developed virtual worlds will need 
to share information for believability purposes; without sharing, 

                                                                 
2 We would like to thank to our colleague Jan Hajič for pointing us at this 

example. 
3 For present purposes, we conceive spatial memory systems as a part of 

episodic memory. Actually, spatial memory is a field of study of its own 
and its episodic nature is being discussed. For example, one major the-
ory about the role of the hippocampus posits that its main function is 
spatial, while another theory argues for its role in processing of events. 
The neurobiological field seems to be interested in convergence of these 
two main threads of thinking (e.g. Eichenbaum 2004; Morris 2007, p. 
581; Hassabis & Maguire, 2007). 

4 Humans are quite good in employing imagery to solve various problems 
ranging from path-planning to anticipating consequences of some situa-
tions to solving puzzles. Even though the nature of mental imagery is 
still hotly debated (see e.g. Pylyshyn, 2003; Kosslyn, 2006), it is clear 
that at least some of its aspects depend on the episodic memory system. 
Concerning the role of episodic memory in anticipation, see Zacks et al. 
(2007).  



they would start to look as strange, uncommunicative individuals. 
Think of agents living in a closed area, such as a small city, that 
share information about a bizarre event that happened in past; an 
outsider should be recognised immediately for its unfamiliarity 
with the event. On a long time scale, in large long-running virtual 
worlds, we may even witness emergence of different “socio-
cultural” groups of agents! Note that A7 skill departs from A2 in 
that A7 is oriented towards other agents while A2 towards users. 

A8. Learning. Episodic memories can be exploited for the pur-
poses of learning. For example, they can be used in an off-line 
manner during tuning of an agent’s behaviour. Another possible 
use is for problem-solving; when an agent faces a problem, he can 
try to find whether he had not already solved a similar problem in 
the past and if he did, he can try to tackle the present problem in 
the way that worked then. Nuxoll (2007) points out similarity 
between these usages of episodic memories with case-based rea-
soning (Kolodner, 1993).5 

Surely, we have not listed all possible skills capitalising on some 
facets of episodic memory, but the list is sufficient for the illustra-
tion that virtual characters may really need this memory. Argua-
bly, the skills needed directly for interaction with users—A1, A2, 
A3—are most important for empathic characters. However, all 
other skills can be vital for some applications with empathic char-
acters as well. Believability of an agent stems not only from user-
agent interactions but also from the overall agent behaviour and 
agent-agent interactions while the agent is observed by the user.  

Now, an FEM agent should possess all the skills at the same time. 
Can we imagine such an agent? What about an agent living in a 
magnificent yet-to-be-developed MMORPG or in a large social 
virtual world of the future (Goertzel, 2007)? The defining feature 
of this agent, besides her longevity, would be conversational abili-
ties. This agent could have a regular “employment” in her virtual 
world, she could be a museum guide in a virtual museum for in-
stance.  

Well, but except of sci-fi examples, do we have really something? 
Unlikely. Most virtual characters would need some of these skills, 
but not all of them. Nevertheless, let us imagine that we have an 
FEM agent, that is, an agent with the A1–A8 skills; which re-
quirements on the FEM architecture stem from having these 
skills?  

2.2 Requirements on episodic memory 
Let us start with real humans (see? the neuro-/psychology is com-
ing...). Humans tend to segment the external flow into pieces or-
ganised around objects, actors, actions and the orders in which 
these elements combine to achieve specific goals: events (Nelson, 
1986). Events take place in scenes: specific combinations of ob-
jects and/or situations at specific locations (Tversky et al., 2008). 
Events have a beginning and an end (Zacks et al., 2007), even 
though these may be sometimes fuzzy. Events can be either wit-
nessed or communicated via language. It is these concepts—

                                                                 
5 Arguably, humans use past episodic memories to improve some of their 

problem-solving skills or semantic knowledge. However, the matters are 
not without controversy; for example, Tulving (2001) hypothesises that 
humans construct their semantic knowledge first and episodic memories 
second. 

events, objects, actors, spaces, scenes, time, and language—we 
propose to design the FEM architecture around (Fig. 1):   

B1. The notion of complex events. An FEM should support repre-
sentation of complex real-world events that involve actors with 
human-level cognitive abilities. Such events have typically a 
nested structure – they can be logically decomposed to smaller 
events, until an atomic level is reached (Zacks & Tversky, 2001). 
This is in opposition to both merely physical events such as colli-
sion of two objects and laboratory events such as a presentation of 
a world list to memorise. This notion is demanded most by skills 
A1, A2, A6, A7, and A8.  

B2. The notion of the time and the order. An FEM agent should 
be able to answer questions like “when something happened?”, 
“what happened sooner?”, or “what happened after something?”. 
This feature is somehow demanded by all the skills; even for A4, 
the agent needs to compare the recency of memory records, and 
for A5, one can argue that some agents may need to remember 
past topologies (“there was a shop here, but now, there isn’t”).6 
But the notion of time has also other manifestations. For example, 
agents should use relative time concepts when speaking, such as 
“last summer,” or “morning”. This is not just an issue of mapping 
of absolute time units to a relative scale; relative notions are con-
text depended—Monday morning is typically sooner than Sunday 
morning. Another sign of the time notion: agents should remem-
ber the course of interactions and be able to continue an interac-
tion appropriately if interrupted (even today it may happen that 
when an RPG player returns to the pub he already visited, the 
virtual guests show no sign of remembrance him). These signs are 
most important for A1–A3. Yet another sign of the time notion: a 
long-living agent can be expected to adapt to a new way of life, 
e.g. after experiencing a change of a time-zone. 

B3. The notion of objects and actors. An FEM agent should un-
derstand not only events in which she participates as the actor, but 
also events that she only observes. She has to understand who is 
the actor of an observed event (its causal factor) and what are the 
objects (the entities being manipulated with). Sometimes, there is 
no apparent causal factor, the case of “raining”; sometimes, there 
is a kind of “joint actor”, the case of a dancing couple. This notion 
is most important for A1, A2, A3, A6, A7, and A8 skills. Some-
times, it may be sufficient to understand just affordances of an 
object (“this object can be used for this and that”), other times, 
features of an object and their changes may be needed as well 
(“the glass has been destroyed during that action”). Arguably, the 
latter is most vital for A8.  

B4. The notion of space. An FEM should underpin many facets of 
spatial cognition. One of them is the topological knowledge about 
accessible locations, another is the awareness of the actual agent’s 
surrounding, another is the long-term memory for positions of 
objects, yet another is the support for usage of linguistic terms 
describing spatial information, such as “left from” or “in front of 
me”. Spatial skills go far beyond the A* and steering algorithms. 
Skills A4 and A5 benefit from the space notion; however, other 

                                                                 
6 Note that there is an inherent plausibility—folk psychology tension in 

the issue of timing. For example, people are known to be quite poor in 
dating, but may expect quite the opposite at the same time (Friedman, 
1993).  



skills may also require at least a rudimental understanding of 
space, including A1 and A3. 

B5. The notion of scenes. Events do not take place in the abstract 
space, their stages are scenes; in a sense, scenes extends the no-
tions of space, objects, and events.7 While some scenes can be 
conceived as situation-based, it is the spatial facet that dominates 
in others. An example of the former is a “queue for something” 
while of the latter a “kitchen”. Most skills require the notion of 
scenes, but while an FEM agent should have the ability to learn 
new scenes based on her interaction in the virtual world, most 
special-purpose agents act in limited domains, thus can be given 
the list of all the scenes a priori.  

B6. The notion of language. In present context, the language is 
the medium for mediating knowledge about events (in a narrative-
like way?). An FEM agent should be able not only to represent the 
flow of events based on what she directly perceives and feels, but 
also what someone tells her. This understanding is most important 
for the social skills A3 and A7. On the other hand, the FEM agent 
should be able to express her experience via language; the skills 
A1, A2, A7. Note that language can be actually used for building 
any declarative knowledge, including semantic knowledge.  

 

Fig. 1. The hypothetical unit around which episodic memories are organ-
ised (cf. Schank & Abelson, 1977; Zacks & Tversky, 2001). 

2.3 The “definition” of the FEM 
Now, the B-list from previous section is reasonably large and we 
can return to our original questions: 1) What are the features of 
the FEM? 2) What are FEM agents good for? We will first answer 
the former. Then, it will turn out, that we won’t need to answer 
the latter anymore.   

Notice that the list above tells us one important thing: there in no 
one to one mapping between the skills (As) and the requirements 
(Bs). For example, the skill A2 somehow underpins all the re-
quirements; though some of them more (e.g. B1) while others less 
(e.g. B4). This and the fact that many agents need more than one 
skill (though not all of them) bring us to the hypothesis that many 
developers of today agents or agents to be built in the near future 
have to have similar, though not exactly same, requirements on 
episodic memory systems of their agents. Had every agent with a 
skill from the A-list demanded just one or two isolated mecha-
nisms and, in addition, were these mechanisms different for every 
agent, it would make sense to develop these mechanisms during 

                                                                 
7 There are arguments based on fMRI experiments that the mental scene 

reconstruction is the key component process of various episodic and 
spatial memory abilities (Hassabis & Maguire, 2007). 

regular agent development, that is, to produce special-purpose 
solutions (which is what happens now for the few agents with 
episodic memory). However, it seems that this is not the case. 
Instead, there seems to be a large overlap of agent needs, hence 
there could be many (presently, non-existent) techniques that 
could be re-used. If this hypothesis is true, it would make sense to 
start a fundamental research program on generic episodic memory 
mechanisms, such mechanisms that can be picked by developers 
and customised for their agents similarly to how A* and steering 
techniques are now used. This research program would prevent 
developers to reinvent wheels as well as bring fruits of the inte-
grative approach (when two mechanisms, such as a spatial mem-
ory and a memory for events, interact each other with, it is typi-
cally advantageous to start to investigate them together at some 
stage of progression; but this typically does not happen during 
regular development).  

To sum up, it seems that there are strong reasons to start a re-
search program, whose main goal would basically be: 

to produce a bunch of ready-to-use mechanisms modelling 
some functional aspects of episodic memory for believable 
characters, capitalising on the integrative approach. 

The methodology of the program would be as follows: 1) to 
choose some mechanisms to investigate, 2) to investigate them in 
isolation not in the context of any specific application, 3) to wire 
them together again not in the context of any application, and to 
investigate how they communicate, influence each other, and 
hopefully produce emergent phenomena, 4) to customise this 
amalgamation or its parts for purposes of a specific application, 5) 
to add a new mechanism, returning somewhere between Stages (2) 
and (3). Of course, the selection made in Stages (1) and (5) should 
be well motivated, perhaps with the help of the A- and B-lists. 

Now, we may return to Question (1). We have two possibilities 
how to define the FEM. First, we can say something like “the 
FEM is a bunch of memory systems that a) underpins the skills 
A1-A8 and b) is organised around the concepts B1-B6”. Well, but 
we know that neither of the lists is definite. Imagine we define the 
FEM as suggested and an agent that needs the skills A1-A8 plus a 
new skill A9 will appear. This would be a silly situation: will we 
define something like FEM+? What to do if an A10 skill appear? 
It does not seem that this would be a useful definition. 

But we now have also another possibility. Recall that the objec-
tive of the abovementioned research program is to produce a body 
of episodic memory mechanisms. We can define this body as the 
FEM. However, we think that this would be again a useless defi-
nition for this research will unlikely produce an outcome that will 
be fixed for eternity: the body of mechanisms would likely grow 
according to the needs of future agents. 

What is the conclusion? We propose to resist the temptation to 
define the FEM for fruitlessness of this concept. Does this mean 
that the whole discussion was useless? It was not for two reasons. 
First, it helped us to isolate the A-list and the B-list, which are 
crucial for empathic characters. Second, it allowed us to formulate 
arguments for the advantage of integrative approach to the funda-
mental research on episodic memory for virtual agents. Given this 
conclusion, we should also resist the temptation to answer Ques-
tion (2) for we have no definition of an FEM agent. However, this 
does not mean that the proposed research cannot produce many 



interesting agents, as side-products in fact. If such an agent is 
developed and she finds no direct application, would it mean that 
the agent is useless? It won’t for she would help to investigate the 
mechanisms of episodic memory, which will likely be directly 
applicable for another agents if the choices made during Stage (1) 
would be wise. 

2.4 Some fruits of the integrative approach 
We now illustrate two features of human episodic memory that 
goes across all or most of the points of the A-list and the B-list. 
Hence, it does not seem odd to investigate how these features can 
contribute to various mechanisms, not just to one special-purpose 
mechanism developed in isolation.  

C1. Sparseness of encoding. Human episodic memory does not 
encode all available information. Some may not pass through the 
attention, some is likely encoded in an abstract way, without de-
tails. This applies for objects, spaces as well as events. For exam-
ple, one may encode that an event happened at a scene “a place 
where I usually have breakfast” without encoding the colour of 
the table cloth. Or one may encode that he was “cooking”, omit-
ting the moment-by-moment course of the event (think of schemas 
(Bartlett, 1932)). Why episodic memory works in this way? The 
reasons seem to be “technical”; for instance, it is often argued that 
the following causes play their parts: the limited resources of our 
brains and the coding of the information in such a way that the 
information can be retrieved later easily after being cued.  

C2. Forgetting and error susceptibility. Humans are not able to 
retrieve everything what they have encoded. Something can be 
retrieved only in the right context, something may be lost. Forget-
ting includes degradation of the content of episodes, spatial repre-
sentation as well as temporal information. Its important feature is 
that it is gradual as opposed to binary. Different memories are 
forgotten in different speeds (likely based on their importance and 
emotional relevance). Similar memories can be eventually blended 
together. False memories can occur. Again, there are arguments 
that these “faults” are not faults but functional features of human 
memory (e.g. Schacter, 2002).  

These points bring us to the widely accepted notion that human 
episodic memory has reconstructive nature, according to which 
the episodic memory is an active process of “constructing the 
past” that engrave memories and reconstructs them as opposed to 
merely storing them and searching for them in a database-like 
manner (e.g. Bartlett, 1932; Koriat & Goldsmith, 1996). Notice 
that the reconstructive nature underpins both C1 and C2.  

Even though most present-day episodic memory agents have C1 
feature, their memory systems tend to store everything what 
passed through a threshold mechanism of attention, and they typi-
cally do not employ forgetting or they use it in a simplified all-
none fashion (see Strassner and Langer, 2005 for an exception). 
Although this approach is sufficient for most present-day applica-
tions (Ho & Watson, 2006), it may have two drawbacks from the 
long-term perspective. First, as suggested, the reconstructive na-
ture of episodic memory is likely functional, it is technically ad-
vantageous. We believe that it will be easier to tackle some issues 
such as blending of episodes or limited computational resources 
when adopting the reconstructive perspective instead of the stor-
age-based one. The second drawback is that storage-based memo-
ries are not psychologically plausible. However, it is not clear 

presently to which extent this is really an issue for believable 
agents need to be folk psychologically plausible, but not psycho-
logically plausible. How exactly do humans expect episodic 
memory to behave? Here, we come to the second objective of the 
research program proposed above:  

to investigate which features of agent episodic memory con-
tribute to agents believability and which do not.  

Results of this line of research can also contribute to psychology. 
However, we have to develop the models first. 

3. OUR AGENT 
The purpose of this section is to review our on-going work on 
episodic memory for virtual characters which follows the research 
program defined in Sec. 2. For brevity, we will only sketch the 
main features of the model here. The model is detailed in the ex-
tended version of the paper (Brom & Lukavský, 2009), which also 
demonstrates benefits of the integrative research method taking 
various parts of the model as examples, and which gives some 
hints to empathic agents developers which parts of the model can 
be utilised in their applications. 

Conceptually, the model integrates following parts: a visual short 
term memory, a long-term memory for “what-where” information, 
a life-long episodic memory, a component for timing, and a sim-
ple prospective memory. The action selection mechanism of the 
agent is a derivation of the BDI (Bratman, 1987). The agent fea-
tures a simple valence-based emotion model. Presently, we have 
four independent implementations of various parts of the model, 
three of them employing a 2D grid world, the last one using a 3D 
world of the action game Unreal Tournament (Epic, 2004).  

The key component of the model is the long-term episodic mem-
ory (LTEM), which has been already published in the paper that 
had proposed the notion of FEM (Brom et al., 2007). The LTEM 
represents what happened to the agent in the past, the flow of 
events. The memory is a hierarchical structure organised around 
tasks the agent can have in order to achieve some goals. The node 
of this structure resembles the unit on Fig. 1. The whole structure 
has some support in psychology (Zacks & Tversky, 2001). The 
fact that the tasks the LTEM stores have variable grain size allows 
for gradual forgetting: unimportant details of episodes can be 
forgotten. This memory has two mechanisms for storing timing 
information. One is based on time tags: when an event happens, 
an exact time information is added. This mechanism is simple to 
implement, but not plausible (Friedman, 1993). The second 
mechanism is a connectionist network that is able to a) acquire 
time concepts such as “morning” or “after lunch” based on the 
history of the agent’s interaction, b) to represent timing informa-
tion approximately, c) to gradually forget the timing information, 
d) to blend similar episodes that happened at different times.  

One of the limitations of the LTEM is that it is not able to answer 
believably questions on positions of objects that are passive but 
whose locations can be changed by external forces. For this rea-
son, the LTEM is intertwined with a memory for “what-where” 
information. This memory stores positional information in three 
frames of reference: egocentric, allocentric, and associative-based 
(the last one simply makes weighted associations between objects 
and places, estimating possible objects’ locations). Our work in 
progress concerning this component is a mechanism that is able to 
learn notions of places based on where the agent lives such as “a 



kitchen”, “a corner in the kitchen”, “a place in front of the moni-
tor at the table” etc.  

Together, the LTEM and the “what-where” memory underpin the 
skills A2 and A4. For example, if the agent is asked where are her 
glasses, she is able to answer: “likely at the bedside table, less 
likely next to the TV, and if they are not there, they might be 
somewhere in the living room or in the kitchen”. If the agent is 
asked when she was gardening yesterday, she will answer “after 
lunch”, not “from 2.13 to 4.12 p.m.”.  

There are several important points about this memory model. 
Most notably, the model is not a monolithic mechanism capitalis-
ing on a single representation, instead, it is a bunch of intercon-
nected systems. Another thing is that even though it is not clear 
whether the agent featuring the whole memory can be directly 
utilised in a real-world application, the components of the mem-
ory can be. For example, virtual companions acting in the context 
of humans’ flats (and in fact, robotic companions as well) can 
utilise the “what-where” map. Many long-living characters, such 
as RPG agents or storytelling agents, can use our LTEM, possibly 
with the timing mechanism. Finally, some of the mechanisms can 
be useful in other disciplines, for example in the subfield of psy-
chology studying spatial cognition. 

4. CONCLUSION OF EPISODE II 
Episodic memory is one of the key components contributing to 
establishing the empathic relations with virtual agents, because it 
allows the user to understand better an agent’s history, personal-
ity, and internal state. We have started with an idea that the full 
episodic memory might be an important, but yet-to-be defined, 
component of empathic agents. Now, our view is that it does not 
make a sense to define this component; instead, it is more fruitful 
to define a new research paradigm that investigates various epi-
sodic memory mechanisms capitalising on the integrative research 
method. The main goal of this paradigm is twofold: a) to develop 
a set of special purpose episodic memory techniques for agent 
developers, b) to investigate the plausibility—believability tension 
by evaluating the models with respect to real users. The paper also 
briefly reviewed our on-going work that can be regarded as pursu-
ing this kind of research. Another contribution of this text is that it 
verbalised several fundamental skills of virtual characters that 
demand episodic memory and several notions around which epi-
sodic memory models should be organised.  

To complete the picture it must be said that many issues concern-
ing episodic memory have not been discussed here. For instance, 
how is the content of episodic memory related to the concept of 
self? (See Ho & Watson (2006) for more on this issue.) Would it 
be possible to generate the content of episodic memory  automati-
cally, e.g. using HTN-planning? There are many works on spatial 
cognition abilities in robotics; can we utilise some? Could a 
hardware chip for episodic memory be developed?  

Exciting times seem to be at the horizon. Looking forward to Epi-
sode III. 
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