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Traditionally, commercial game developers spend most of their resources on improving a game’s graphics. However, in recent years, game developers have begun to compete with each other by providing a more challenging gaming experience (Rabin 2004). For most games, challenging gameplay is equivalent to having high-quality game AI (Laird 2000). Game AI is defined as the decision-making process of computer-controlled opponents. Even in state-of- the-art games, game AI is, in general, of inferior quality (Schaeffer 2001, Laird 2001, Gold 2004). It tends to be predictable, and often contains weaknesses that human players can exploit.

Adaptive game AI, which implies the online (i.e., during gameplay) adaptation of the behaviour of computer-controlled opponents, has the potential to increase the quality of game AI. It has been widely disregarded by game developers, because online learning tends to be slow, and can lead to undesired behaviour (Manslow 2002). However, academic game AI researchers have shown that successful adaptive game AI is feasible (Demasi and Cruz 2002, Johnson 2004, Spronck, Sprinkhuizen-Kuyper and Postma 2004a).

To ensure the efficiency and reliability of adaptive game AI, it must incorporate a great amount of prior domain knowledge (Manslow 2002, Spronck, Sprinkhuizen-Kuyper and Postma 2004b). However, if the incorporated domain knowledge is incorrect or insufficient, adaptive game AI will not be able to generate satisfying results. In this paper we propose an evolutionary algorithm to improve the quality of the domain knowledge used by adaptive game AI. We empirically validate our proposal by testing it on an adaptive game AI technique called “dynamic scripting”, used in a real-time strategy (RTS) game.

The outline of the remainder of the paper is as follows. First, we discuss RTS games, and the game environment selected for the experiments. Then, we discuss the implementation of dynamic scripting for RTS games, followed by a discussion of the implementation of an evolutionary algorithm that generates successful tactics for RTS games. The achieved results are used to show how the tactics discovered with an evolutionary algorithm can be employed to improve the original dynamic scripting implementation. Finally, we draw conclusions and indicate future work.

K rozboru přistoupíme po odstavcích a poté si shrneme celý úvod. První odstavec:

Traditionally, commercial game developers spend most of their resources on improving a game’s graphics. However, in recent years, game developers have begun to compete with each other by providing a more challenging gaming experience (Rabin 2004). For most games, challenging gameplay is equivalent to having high-quality game AI (Laird 2000). Game AI is defined as the decision-making process of computer-controlled opponents. Even in state-of- the-art games, game AI is, in general, of inferior quality (Schaeffer 2001, Laird 2001, Gold 2004). It tends to be predictable, and often contains weaknesses that human players can exploit.
Tento odstavec je velmi úvodní, začíná okecávací větou a poté nastiňuje problematiku, co je za problém a proč je důležité jej řešit. Všimněme si slušného množství citací.

Adaptive game AI, which implies the online (i.e., during gameplay) adaptation of the behaviour of computer-controlled opponents, has the potential to increase the quality of game AI. It has been widely disregarded by game developers, because online learning tends to be slow, and can lead to undesired behaviour (Manslow 2002). However, academic game AI researchers have shown that successful adaptive game AI is feasible (Demasi and Cruz 2002, Johnson 2004, Spronck, Sprinkhuizen-Kuyper and Postma 2004a).
Zde se dostáváme od obecné umělé inteligence k adaptivní, a rozebíráme problematiku tohoto způsobu řešení věci.

To ensure the efficiency and reliability of adaptive game AI, it must incorporate a great amount of prior domain knowledge (Manslow 2002, Spronck, Sprinkhuizen-Kuyper and Postma 2004b). However, if the incorporated domain knowledge is incorrect or insufficient, adaptive game AI will not be able to generate satisfying results. In this paper we propose an evolutionary algorithm to improve the quality of the domain knowledge used by adaptive game AI. We empirically validate our proposal by testing it on an adaptive game AI technique called “dynamic scripting”, used in a real-time strategy (RTS) game.

A již se dostáváme k jádru věci, samotnému cíli práce. Zde se vcelku stručně a výstižně dozvídáme, o čem celá práce bude.

The outline of the remainder of the paper is as follows. First, we discuss RTS games, and the game environment selected for the experiments. Then, we discuss the implementation of dynamic scripting for RTS games, followed by a discussion of the implementation of an evolutionary algorithm that generates successful tactics for RTS games. The achieved results are used to show how the tactics discovered with an evolutionary algorithm can be employed to improve the original dynamic scripting implementation. Finally, we draw conclusions and indicate future work.

Poslední odstavec jen rozebírá strukturu práce.

CELKOVÝ ROZBOR:

Úvod je velmi čtivý. Uvádí čtenáře do problematiky na její několika úrovních, což je u práce tohoto stylu žádoucí. Informace, o kterých by čtenář mohl pochybovat, jsou náležitě odcitovány. A jelikož je i cíl práce jasně popsaný, obsahuje úvod všechny náležitosti.
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