A neural network model of operant behavior controlled by a moving object
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Abstract

We have simulated behaviour of a rodent solving aiapask
using a simple artificial neural network. The modehdes
similarly to the rodent; in particular it anticipatdse reward
accordingly.

Description

Recently non-spatial operant behavior controlledspwgtial
stimuli has been employed in the research of dpadgnition
in rodents (Klement and Bures, 2000; Pastalkow.eP003;
Nekovarova and Klement, 2006). In one of our experits,
rats were conditioned to press a lever for foodareMwhen a
light rectangle was passing through a particulgiore on a
computer screen (Klement et al. 2008). The rewardgitbn
could be determined only by its spatial relatiothwispect to
the edges of the monitor. Thus the rats were abkstimate

the transitions between the non-rewarded and rexgard

periods only approximately. The effort to receivaximum
amount of reward resulted in anticipatory operasponses
emitted before the rectangle entered the rewarded.z

We developed a reinforcement learning model to kitau
this anticipatory behavior and to study its spaiad temporal
components. The model comprises an output neurbichvis
a leaky integrator with a binary activation functjoand
several classes of sensory neurons, rate-codedtaistevith
simple receptive fields lacking the temporal comgidn The
output neuron signals whether to press the leverobr The
sensory neurons are of for classes: (1) neurorectiieg the
position of the object, (2) neurons indicating time elapsed
since the last reward and (3) since the last opeemponse,
and (4) a neuron signaling the presence/absentte oéward.

The synapses between the sensory neurons and thaet ou

neuron are modified according to a modified Reseorl
Wagner rule (Rescorla and Wagner, 1982). The dveradel
resembles the spectral-timing model
Schmajuk (1989) extended to the spatial domain fandin
operant behavior task.

The network can learn the spatial and/or tempaalures
of the task, thereby anticipating the reward based
spatial/temporal information. The network well apgmates
data observed in real animals (Fig. 1). We have sdsled the
original spectral-timing model for this task andrggared the
data of the scaled model with data of our modethBoodels
produce similar results; however, our model is epbgally
simpler than the original spectral-timing.
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Fig. 1. Frequency of pressing the lever after the modgl ha
been learned (over one modeled trial). Y-axis:fteguency
(normalised). X-axis: the position at the screenhffpothetical
units: 500 units = the horizontal width of the st Left: the
rectangle is moving from right to left at a constspeed. Right:
the rectangle is moving from left to right at a stamt speed. The
rewarded zone is shaded and asymmetrically positioNotice
the anticipation of the reward when the rectangl@pproaching
the rewarding zone. At the left part, there is e “phantom
pressing” after the rewarded zone visible, an gitemreceive
the second reward.
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